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A 13ª Escola Latino-Americana de Verão em Epilepsia (Las-

se) é uma atividade educacional da International League 

against Epilepsy (Ilae) e da Academia Latino-Americana de 

Epilepsia (Alade) com o apoio da Liga Brasileira de Epilepsia (LBE).

Com início em 2002, as Escolas de verão em epilepsia, organizadas 

pela Ilae, tornaram-se referência como experiência didática. Como 

professores e alunos permanecem em contato próximo por cerca 

de dez dias consecutivos, esse tipo de Escola tem facilitado a in-

tegração entre pesquisadores básicos, clínicos, cirurgiões na área 

de epilepsia e alunos, permitindo uma melhor compreensão das 

novas descobertas para o benefício das pessoas com epilepsia. 

A 13ª Escola Latino-Americana de Verão em Epilepsia (Lasse) a ser 

realizada em Guarulhos, entre 7 e 15 de março de 2019, abordará 

o tema Redes neurais em epilepsia _ Da conectividade ao conec-

toma, uma mudança de paradigmas cuja abordagem é necessária 

à atualização de jovens epileptologistas latino-americanos.

Agradecemos aos professores e tutores que, de forma tão generosa, 

abandonam seus afazeres e oferecem-se seu tempo e damos boas-

-vindas aos alunos da LASSE XIII, razão maior do nosso trabalho.
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Marina BEntivoglio (italy)

FROM STRUCTURAL BRAIN CONNECTIVITY TO THE CONNECTOME: PARADIGM 
SHIFTS IN APPROACHES AND CONCEPTS

1 
 

 
(Part of the article Methods for analysis of brain connectivity: an IFCN-sponsored review submitted 
to Clinical Neurophysiology by Rossini PM, Di Iorio, Bentivoglio M, Bertini G, Ferreri F, Gerloff C, 
Ilmoniemi RJ, Miraglia F, Nitsche MA, Pestilli F, Rosanova M, Shirota Y, Tesoriero C, Ugawa Y, 
Vecchio, Ziemann U, Hallett M) 
 
 
Structural brain connectivity: experimental approaches and in vivo studies 
of the human brain 
(by Marina Bentivoglio, Chiara Tesoriero, Giuseppe Bertini) 
 
Chasing neuronal circuits: a never-ending story 

Over the centuries, many paradigm shifts have occurred in the views on neuronal connections, 
their behavioral output and their alterations in diseases (Bentivoglio and Mazzarello, 2010). The 
“neuron doctrine”, which extended cell theory to the nervous system, was enunciated in 1891 
(Shepherd, 2015). A breakthrough in the visualization of neurons was provided by the “black 
reaction”, the metallic impregnation introduced in 1873 by Camillo Golgi (1843-1926). Golgi 
staining revealed neurons, including their processes, in their entirety and with unprecedented detail. 
This allowed studies of neuronal circuits (Golgi, 1885), and still allows the investigations of the local 
neuronal circuitry of randomly impregnated neurons (Fig. 1A), also in tissue blocks of post-mortem 
human brain. The revelation power of the Golgi method is only matched after more than one century 
by genetic cell tagging with fluorescent proteins, or intracellular neuron filling (e.g., in surgically 
resected tissue blocks of the human brain) (Fig. 1B,C).  

The champion of the “neuron doctrine” was Santiago Ramón y Cajal (1852–1934), who 
accomplished a monumental work, largely based on the Golgi stain, in which he provided a map of 
neuronal connectivity in the mammalian brain (Cajal, 1909, 1995). The debate between Cajal and 
Golgi—who had adhered to the reticular theory of nervous system organization—boosted 
neuroscience studies, focusing interest on the gray matter. White matter investigations were 
essentially descriptive, based on manual dissections and on the study of brain sections with the myelin 
stain introduced by Carl Weigert (1845–1904). Seminal contributions on the organization of fiber 
bundles in the human brain were provided by Carl Wernicke (1848–1900) and Joseph Jules Déjérine 
(1849–1917) (Schmahmann and Pandya, 2007).  

The second half of the twentieth century witnessed a revolution in the experimental studies of 
neuronal connections, together with the explosion of neuroscience in the last decades of the century. 
As briefly discussed below, novel powerful techniques were introduced. The exploration of 
connectivity in the human brain remained, however, a challenging problem until the introduction of 
in vivo imaging. 
 
Long-range neuronal connectivity 
 
Anterograde and retrograde degeneration techniques 

Pioneering early studies revealed that retrograde degeneration (“secondary atrophy”) of neuronal 
cell bodies and anterograde degeneration of fibers can provide effective tools to trace neuronal 
connections (Bentivoglio and Mazzarello, 2010) (Fig. 2A). Towards the end of the nineteenth 
century, neuronal alterations consequent to retrograde damage could be assessed by the cell stain 
(with thionin or toluidine blue) introduced in 1884 by Franz Nissl (1860–1919). Especially influential 
was the observation of anterograde degeneration of nerve fibers after transection reported in 1851 by 
Auguste Volney Waller (1816–1870) and named after him “Wallerian degeneration” (Fig. 2A).  
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Besides its implications for the trophic dependence of the axon from the cell body, this finding 
paved the way to the introduction of anterograde tract tracing methods based on silver impregnation 
of degenerating fibers after experimental lesions (Nauta and Gygax, 1951; Fink and Heimer, 1967). 
Metal impregnation stains are capricious and laborious, and degeneration methods have limited 
sensitivity, but these techniques gave a great impulse to experimental neuroanatomical studies. 
Importantly, anterograde degeneration revealed by modifications of silver impregnation was also 
applied to post-mortem investigations on the human brain, especially after restricted lesions occurring 
a few weeks before death (Mesulam, 1979). 
 
Classical experimental tract tracing techniques based on axonal transport 

A turning point in the study of structural brain connectivity was the discovery of anterograde and 
retrograde axonal transport (Bentivoglio, 1999). Axonal transport requires live axons; the active 
transport of tracers obviously cannot be applied to the human brain. Findings obtained with tract 
tracing based on axonal transport represent nowadays the "ground truth" for studies of the human 
brain based on in vivo imaging, and in particular on diffusion tractography.  

Anterograde tract tracing based on the use of tritiated amino acids revealed by autoradiography 
was introduced in the early 1970s (Cowan et al., 1972). With this approach, trajectories and terminal 
fields of fibers originating from the tracer injection site (Fig. 3) could be delineated in detail. 
Anterograde tract tracing approaches have then been implemented (Gerfen and Sawchenko, 1984; 
Glover et al., 1986). In the same years, the discovery of retrograde axonal transport (Kristensson, 
1970; Kristensson and Olsson, 1971) introduced as a tool the enzyme horseradish peroxidase (HRP), 
visualized by a histochemical reaction, which was soon applied to experimental retrograde tracing of 
the origin of projections to the tracer injection site (LaVail and LaVail, 1972) (Fig. 3).  

The introduction of other retrograde tracers rapidly followed to increase sensitivity, combine 
tracers for multiple retrograde labeling for the study of branched connections, combine retrograde 
tracing with immunohistochemistry or in situ hybridization for the neurochemical characterization of 
pathways, and so forth. Fluorescent retrograde tracers turned out to be especially effective and 
versatile for these applications (e.g. Bentivoglio et al., 1980; Kuypers et al., 1980; Schmued and 
Fallon, 1986). 

Conventional tract tracing has been implemented in recent years with genetic tracing for the study 
of the connectivity of specific neurons using cell-type-specific promoters (Oh et al., 2009). Most 
anterograde and retrograde tracers explore monosynaptic connections since they can cross synapses 
only in minute amounts, ineffective for transsynaptic tracing unless a bolus is injected, which is not 
feasible in the brain. Neurotropic viruses, which travel through axons and replicate in infected 
neurons, can instead provide tracing tools (Kristensson et al., 1974) applicable to trans-synaptic tract 
tracing (Kuypers and Ugolini, 1990) thanks to their propagation across synapses (Fig. 3). 
 
Novel approaches to experimental tract tracing: optogenetics and chemogenetics 

These innovative techniques are increasingly used to investigate the relationship between neuronal 
activity, neuronal circuits, and behavior.  

The term optogenetics was introduced in 2006 (Deisseroth et al., 2006) referring to the general 
optogenetic discovery (Boyden et al., 2005). By combining genetic and optical methods, optogenetics 
utilizes molecular light-sensors to switch on and off neuronal electrical activity. Optogenetics thus 
allow to investigate neurons and neuronal circuits underlying specific behaviors at the time scale of 
milliseconds. By this approach, functional effects of defined neuronal cell types can be controlled in 
living tissue and in freely moving animals (Deisseroth, 2015).  Optogenetics has also been combined 
with functional MRI for the experimental study of cell-type-specific contributions to behavioral 
output together with a “whole brain read-out” at the millimeter scale (Lee et al., 2017). From the 
translational point of view, applications of optogenetics in humans for therapeutic purposes are 
currently envisaged. Clinical applications of the optogenetic system will require obvious 
implementation and cross-disciplinary know-how (Delbeke et al., 2017). 
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The term “chemogenetics” was used to describe experiments of site-specific functional group 
modifications for the analysis of DNA-protein interactions (Strobel, 1998). Currently, the term is used 
to indicate the processes by which “designer macromolecules” interact with previously unrecognized 
small molecules (Roth, 2016). Over the past two decades, chemogenetically engineered molecules 
(kinases, non-kinase enzymes, G protein-coupled receptors, ligand-gated ion channels) have been 
used experimentally for cell-specific targeting; these molecules modulate cell signaling, turning 
neuronal circuits on and off. Among chemogenetically engineered protein classes, the most 
commonly used are the so-called Designer Receptors Exclusively Activated by Designer Drugs 
(DREADDs) (Roth, 2016). 
 
Local neurocircuitry in the human brain 
 
Diffusion of dyes  

An attempt to trace connections in the human brain using in vitro diffusion of wheat germ agglutinin 
conjugated with HRP gave very limited results (Haber, 1988). More interesting findings were 
obtained using the diffusion of lipophilic dyes along cell membranes in fixed tissue blocks (Fig. 2E). 
The fluorescent dyes carbocyanines, and in particular DiI and DiO (Honig and Hume, 1989) proved 
useful for this application. However, dye diffusion can label axons only for a few millimeters, 
requiring a tracing time of several weeks. Other dyes have been introduced (Heilingoetter and Jensen, 
2016), and in particular NeuroVue dyes, which can trace axons for slightly longer distances and at 
faster diffusion rates than carbocyanines (Fritzsch et al., 2005). The limitations of ex vivo tracing, 
however, hamper its application for extensive fiber tracking in the human brain. 
 
Seeing through: tissue clarification 

The natural 3D structure of cells – especially neurons and glial cells, which extend their 
ramifications in many directions – requires volumetric imaging. The heterogeneous chemical 
composition of biological tissues (mostly water, proteins, and lipids) generates substantial scattering 
of the transmitted light, especially at the interface between aqueous protoplasm and membrane lipids, 
thereby hindering microscopic observation of histological sections beyond a certain thickness. 
Replacing lipids with a medium characterized by the same refractive index as proteins can effectively 
render tissues transparent while preserving the native molecular profile and tissue structure, allowing 
the microscopic observation of the microcircuitry of labeled (e.g., by immunohistochemistry or 
fluorescent protein tagging) elements. 

Aqueous-based clearing techniques are currently widely used and are based on the reduction of 
light scattering by immersion in a high-refractive-index molecule solution. A breakthrough has been 
provided by a brain-hydrogel hybrid formed by the so-called CLARITY (Clear Lipid-exchanged 
Acrylamide-hybridized Rigid Imaging / immunostaining / in situ hybridization-compatible Tissue 
Hydrogel) (Chung et al., 2013). The clarification of thick tissue blocks, such as those useful for the 
study of the human brain (Fig. 1D) remains, however, a challenge. A method to adapt CLARITY to 
human brain samples with a thickness up to 8 mm has been recently proposed (Morawski et al., 2018). 
Of note, bridging historical and modern approaches to microcircuits, the Golgi (Golgi-Cox) stain is 
currently optimized for the use with CLARITY approaches, and could be useful for the study of 
microcircuitry and the comparison with microstructure MRI data (Kassem et al., 2017). 
 
Diffusion tractography 

Diffusion-weighted imaging (DWI), a computational reconstruction method of diffusion-weighted 
MR images (tractography), allows quantitative estimates in vivo of the organization of fiber bundles 
(tractograms). The characteristic color coding of reconstructed fiber bundles results in images 
attractive also to the public at large, thus making this approach a very popular insight in the human 
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brain. (This method is extensively presented in another part of the review from which this text has 
been extracted). 

The diffusion coefficient measures the ease of the translational motion of water in tissues. Main 
DWI acquisition schemes are provided by diffusion tensor imaging (DTI) (Fig. 2B), diffusion 
spectrum imaging (DSI), and high angular resolution diffusion imaging (HARDI). DTI utilizes a 
tensor model (a matrix of measured diffusion in three orthogonal planes) to characterize the water 
diffusion properties through myelinated nerve fibers (Basser et al., 1994). Fiber orientation profiles 
derive from the statistical profile of the displacement of water molecules at a voxel scale and fiber 
trajectories are inferred from adjacent similar diffusion profiles (Thomas et al., 2014). DSI adds to 
DTI the capability of resolving multiple directions in each voxel (Wedeen et al., 2005), thus 
improving also the tracking of intersecting fibers. HARDI improves the accuracy of tractography by 
using a large number of diffusion-encoding gradients with a reasonable scanning time. 

After the first validation study in the macaque brain (Parker et al., 2002), a number of validation 
studies have been performed, with rather positive or more critical conclusions. For example, the 
comparison of DSI in the light of extensive autoradiographic tract tracing data on long association 
pathways in the monkey cerebral hemispheres was found to replicate main features of these fiber 
tracts (Schmahmann et al., 2007). This comparison proved useful and effective for major cortical 
fiber bundles (superior, middle and inferior longitudinal fasciculi, fronto-occipital fasciculus, 
uncinate and arcuate fasciculi, cingulum bundle) (Schmahmann et al., 2007). Another study, based 
on DWI approaches to the monkey brain, reached more critical conclusions on the potential for 
accurate fiber tracing (Thomas et al., 2014). The results of a recent “open international tractography 
challenge”, tractograms produced by 20 research groups turned out to contain 90% of the ground 
truth bundles, but were also reported to “contain many more invalid than valid bundles” (Maier-Hein 
et al., 2017). These results encourage innovation.  
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Fig. 1 Histological methods to study local neuronal connectivity and applicable to human brain 
samples. A. The Golgi silver impregnation entirely fills neuronal cell bodies and their processes, 
allowing detailed visualization and reconstructions; on the other hand, with the Golgi stain it is 
impossible to predict which cells will be impregnated in any given preparation. B. Filling neurons 
with fluorophores, as part of in-vitro electrophysiological experiments (for example in surgically 
resected brain tissue), allows correlating microscopic morphology with the functional properties of 
individual neurons. C. Immunocytochemistry targets specific cellular markers, and combining 
different labels allows the study, for example, of connectivity at the individual synapse level. D. 
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Schematic representation of the clarification approach in which brain tissue blocks are rendered 
transparent and immunocytochemically labeled neurons can be visualized in 3D. E. Lipophilic dyes 
applied on ex-vivo samples of nervous tissue are taken up by cell membranes and diffuse to a certain 
distance, thereby tracing short-range connections, also in human preparations. 
 
 
 
 
  

9 
 

 
 
Fig. 2 Methods to study long-range connections in the human brain. A. Transections of nerves or 
CNS fiber bundles invariably cause anterograde (Wallerian) degeneration, i.e. destruction and 
elimination of the portions of axons and terminal ramifications distal to the lesion; depending on 
lesion location and size, degeneration can also follow a retrograde path and involve neuronal cell 
bodies. B. Diffusion-weighted magnetic resonance imaging is used to identify in vivo the spatial 
orientation of fiber bundles in the brain, making it possible to reconstruct central pathways. An 
important limitation of the technique is that in areas where fibers intersect, the signal averages out 
and accurate directions cannot be established. 
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Fig. 3 (added for LASSE Syllabus) Experimental tract-tracing methods based on axonal transport. 
Axonal transport, the physiological mechanism by which cell bodies exchange cytosolic and 
membrane-bound components with distant terminals, has been exploited to obtain the most accurate 
reconstructions of neuronal connections to date. Substances surgically injected into a region of 
interest are taken up by neurons and are actively transported along axons, thereby acting as tracers. 
A few days after tracer administration, different visualization techniques allow the precise 
identification of connections. Anterograde tracers enter cell bodies and travel down the axons. 
Staining reveals fiber bundles and terminal fields. Retrograde tracers are taken up by terminals 
and are carried to the cell body, where they accumulate and produce intense staining of neurons that 
project to the injected area. Finally, neurotropic viruses have been used to trace multisynaptic 
pathways by exploiting their biological ability to infect peripheral tissues, enter nerve terminals and 
travel along the fibers, replicate in the cell body, and spread to nearby terminals to repeat the 
process. Careful determination of time intervals between experimental infection and histological 
staining of viruses allows to effectively trace synaptic chains. 
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MEnno WittEr (norWay)

PARAHIPPOCAMPAL-HIPPOCAMPAL NETWORKS IN THE HEALTHY AND DISEASED BRAIN

In the more than 100 years since the first explorations of 
the parahippocampal–hippocampal network by Ramon 
y Cajal1, numerous detailed anatomical tract-tracing 
analyses (BOX 1) have been published. These studies were 
sparked by the discovery of a prominent relationship 
between declarative memory and structures in the human 
medial temporal lobe, in particular the hippocampal for-
mation (HF)2; the importance of the parahippocampal 
region (PHR) for memory was established only later3. An 
increasingly complex picture of the connectivity within 
and between the HF and the PHR has emerged over the 
years, and comprehensive knowledge of the PHR–HF 
network lies at the basis of understanding its functions4.

The level of anatomical detail at which an experi-
ment must be carried out or results interpreted 
depends on the questions under investigation. In 
some instances, the effects of experimental manipula-
tions can be interpreted using connectivity data at an 
overall network level (without taking the details of 
local networks into account). Other studies require 
more detail, but even those studies that benefit from 
a detailed understanding of the circuitry often do not, 
for a variety of reasons, take all the known connections 
into consideration. Sometimes connections are sim-
ply overlooked, whereas other times connections are  
intentionally left out because they seem to have no 
function and are therefore considered irrelevant for a 
particular theoretical interpretation. Eventually, such 

underexposed connections tend to be erased from the 
common scientific memory. For this Review, we have 
assembled the extensive anatomical PHR–HF connec-
tivity literature, focusing on all known connections of 
one frequently used experimental animal: the rat. We 
introduce a new approach to describe the network con-
nectivity that uses an interactive diagram to display the 
complete PHR–HF connectivity (see Supplementary 
information S1 (figure) and Supplementary informa-
tion S2 (box)). The complex and detailed connectivity 
patterns in this diagram are made accessible through 
the ability to switch on and off individual or groups of 
network connections between cortical layers and/or 
anatomical areas. The information this diagram pro-
vides could prove to be useful at a time when research 
is moving beyond the functional explanations that can 
be provided by a PHR–HF circuitry model that contains 
only a subset of the connections; moreover, it might 
lead to a re-evaluation of the functional importance of  
connections that have previously been ignored.

This Review first describes the anatomical concepts 
that are essential to understanding the PHR–HF cir-
cuitry (for an extensive description, see REFS 5–7). Next, 
it presents an overview of the main PHR–HF circuits as 
well as of some of the lesser-known aspects of the cir-
cuitry, using the interactive diagram (Supplementary 
information S1 (figure)). Subsequently, it shows how 
having detailed knowledge of the PHR–HF circuitry can 
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The anatomy of memory: an interactive 
overview of the parahippocampal–
hippocampal network
N. M. van Strien*||, N. L. M. Cappaert‡|| and M. P. Witter*§

Abstract | Converging evidence suggests that each parahippocampal and hippocampal 
subregion contributes uniquely to the encoding, consolidation and retrieval of declarative 
memories, but their precise roles remain elusive. Current functional thinking does not fully 
incorporate the intricately connected networks that link these subregions, owing to their 
organizational complexity; however, such detailed anatomical knowledge is of pivotal 
importance for comprehending the unique functional contribution of each subregion. We 
have therefore developed an interactive diagram with the aim to display all of the currently 
known anatomical connections of the rat parahippocampal–hippocampal network. In  
this Review, we integrate the existing anatomical knowledge into a concise description of this 
network and discuss the functional implications of some relatively underexposed connections.
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Temporal dynamics
Properties of neurons in a 
network, such as precise spike 
times and firing rates, that 
facilitate information transfer.

Convergence
When inputs from different 
brain regions congregate on to 
single cells or on to a local 
network in another region.

aid one’s understanding of some of the functional pro-
cesses that engage the PHR–HF regions, such as memory 
formation, spatial navigation and temporal dynamics.

Hippocampal–parahippocampal anatomy
The rat HF is a C-shaped structure that is situated in 
the caudal part of the brain. Three distinct subregions 
can be distinguished (FIG. 1): the dentate gyrus (DG), 
the hippocampus proper (consisting of CA3, CA2 and 
CA1) and the subiculum. The cortex that forms the 
HF has a three-layered appearance. The first layer is a 
deep layer, comprising a mixture of afferent and efferent 
fibres and interneurons. In the DG this layer is called 
the hilus, whereas in the CA regions it is referred to  
as the stratum oriens. Superficial to this polymorph 
layer is the cell layer, which is composed of principal 
cells and interneurons. In the DG this layer is called the 
granule layer, whereas in the CA regions and the subicu-
lum it is referred to as the pyramidal cell layer (stratum 
pyramidale). The most superficial layer is referred to 
as the molecular layer (the stratum moleculare) in the 
DG and the subiculum. In the CA region the molecular 
layer is subdivided into a number of sublayers. In CA3, 
three sublayers are distinguished: the stratum lucidum, 
which receives input from the DG; the stratum radiatum, 
comprising the apical dendrites of the neurons located 
in the stratum pyramidale; and, most superficially, the 
stratum lacunosum-moleculare, comprising the apical 
tufts of the apical dendrites. The lamination in CA2 
and CA1 is similar, with the exception that the stratum  
lucidum is missing.

The PHR lies adjacent to the HF, bordering the subic-
ulum. It is divided into five subregions: the presubicu-
lum, the parasubiculum, the entorhinal cortex (EC, 

consisting of medial (mEA) and lateral (lEA) areas), 
the perirhinal cortex (PER, consisting of Brodmann 
areas (A) 35 and 36) and the postrhinal cortex (POR). 
The PHR is generally described as having six layers. The 
coordinate systems that define position within the HF 
and the PHR are explained in FIG. 1.

Circuitry of the PHr–HF region
In the interactive diagram (FIG. 2; Supplementary infor-
mation S1 (figure)) we attempted to display all of the 
PHR–HF connections that have been reported in the ana-
tomical literature concerning the rat (for references see 
Supplementary information S3 (table)). The interactive 
diagram contains almost 1,600 connections, which can be 
displayed at a customizable level of complexity. This allows 
easy comparisons between the detailed PHR–HF circuitry 
illustrated by the diagram and a ‘standard’ model of this 
circuitry (FIG. 3), which displays the subset of connections 
that are currently most often used in the field (based on an 
analysis of a selection of recent key studies8–15).

Connectivity within the PHR. In the standard model 
(FIG. 3), the projections from the PER and the POR to the 
EC are often depicted with a topology that emphasizes 
PER-to-lEA and POR-to-mEA relationships. However, 
as can be seen in the interactive diagram, the available 
data indicate (see figure 1a in Supplementary informa-
tion S4 (figure)) that the POR also projects to the lEA, 
although quantitatively to a lesser extent than the PER 
(4.9% versus 15.6%, respectively, of the total cortical 
input)16. likewise, the PER also projects to the mEA (see 
figure 1b in Supplementary information S4 (figure)), con-
tributing a level of cortical input equal to that of the POR 
(7.5%)16. Neurons in layers II, III, V and VI of A35 and 
A36 of the PER project in a convergent way to lEA layers 
II and III17, whereas the PER projection to the mEA arises 
mainly from A36 (REFS 16,17). The POR projection to the 
lEA arises from layers II, III, V and VI and terminates 
in layers II and III16,17. The POR projection to the mEA 
originates from the same layers and terminates preferen-
tially in the superficial layers, although some fibres can 
be seen in the deep layers of the mEA16,18.

The EC reciprocates the projections from the PER 
and the POR, as depicted in the standard model. A 
detailed look at the interactive diagram shows that 
there are projections from layers III and V of the lEA to 
all layers of A35 and A36 (REFS 16,17,19), and from the 
mEA to all layers of A35 (REFS 16,17,20) (see figure 2a 
in Supplementary information S4 (figure)). The mEA  
also projects to A36 (REFS 16,21). Both the mEA and the 
lEA project to the POR, but details of the topography 
of this connection in the rat are currently not avail-
able16,21,22 (see figure 2b in Supplementary information 
S4 (figure)).

Traditionally, little attention has been paid to the con-
nections between the PER and the POR, although there is 
extensive connectivity between these regions. POR layers 
II and V project to all layers of A35 and A36; POR layer 
III also projects to A36 (see figure 3a in Supplementary 
information S4 (figure)). Rostral levels of the POR pro-
vide the densest projection to caudal levels of A35 and 

 Box 1 | Neuroanatomical tract-tracing methods

Most of what is known today about the pathways that connect neurons in different 
brain regions has been discovered by using neuroanatomical tract-tracing 
techniques156. A tracer is a substance that allows such pathways to be visualized. 
Tracers can be injected intracellularly to label the dendrites and axons of a neuron. 
Both autofluorescent dyes (for example, Lucifer yellow and Alexa dyes) and 
biotin-derived dyes are often used for intracellular labelling, as they can be easily 
visualized using fluorescent microscopy. Alternatively, a tracer can be injected at a 
stereotaxically defined extracellular location in the in vivo brain. The tracer is taken up 
by neurons at the injection site and is transported or diffuses within cells. A tracer 
substance can be transported anterogradely from the soma towards the axon  
terminals (for example, Phaseolus vulgaris leucoagglutinin), retrogradely from the  
axon terminals towards the soma (for example, Fast Blue), or it can be transported in 
both directions (for example, horseradish peroxidase). Another tract-tracing method 
involves creating small lesions and visualizing the resulting degeneration; the labelled 
connections are generally assessed using light microscopy. Electron microscopy can be 
used to visualize whether a presynaptic axon contacts a postsynaptic element. This is a 
very accurate but time-consuming method because only small pieces of tissue can be 
examined at one time. Alternatively, confocal microscopy allows three-dimensional 
reconstruction of larger pieces of tissue and can indicate whether pre- and 
postsynaptic elements are likely to form a synapse. A question of current interest is 
whether confocal microscopy is reliable enough for indicating such contacts. In order 
to increase our understanding of the connectivity of the brain and its related function, 
accurate numbers that provide information about pathways’ projection intensity and 
termination density are needed. To achieve this, techniques using viral tracers157  
and new genetic tools158 are being developed.
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Figure 1 | representations of the hippocampal formation and the parahippocampal region in the rat brain.  
a | Lateral (left panel) and caudal (right panel) views. For orientation in the hippocampal formation (consisting of the 
dentate gyrus (DG; dark brown), CA3 (medium brown), CA2 (not indicated), CA1 (orange) and the subiculum (Sub; yellow)), 
three axes are indicated: the long or septotemporal axis (also referred to as the dorsoventral axis); the transverse or 
proximodistal axis, which runs parallel to the cell layer and starts at the DG; and the radial or superficial-to-deep axis, 
which is defined as being perpendicular to the transverse axis. In the parahippocampal region (green, blue, pink and 
purple shaded areas), a similar superficial-to-deep axis is used. Additionally, the presubiculum (PrS; medium blue)  
and parasubiculum (PaS; dark blue) are described by a septotemporal and proximodistal axis. The entorhinal cortex, which 
has a lateral (LEA; dark green) and a medial (MEA; light green) aspect, is described by a dorsolateral-to-ventromedial 
gradient and a rostrocaudal axis. The perirhinal cortex (consisting of Brodmann areas (A) 35 (pink) and 36 (purple)) and the 
postrhinal cortex (POR; blue-green) share the latter axis with the entorhinal cortex and are additionally defined by a 
dorsoventral orientation. The dashed lines in the left panel indicate the levels of two horizontal sections (a,b) and two 
coronal sections (c,d), which are shown in part B. All subfields of the parahippocampal–hippocampal region are 
colour-coded in correspondence with the interactive diagram in Supplementary information S1 (figure). A further 
description of the anatomical features of each subfield is provided in the legend of this supplementary information.  
c | A Nissl-stained horizontal cross section (enlarged from part Bb) in which the cortical layers and three-dimensional axes 
are marked. The Roman numerals indicate cortical layers. CA, cornu ammonis; dist, distal; dl, dorsolateral part of the 
entorhinal cortex; encl, enclosed blade of the DG; exp, exposed blade of the DG; gl, granule cell layer; luc, stratum 
lucidum; ml, molecular layer; or, stratum oriens; prox, proximal; pyr, pyramidal cell layer; rad, stratum radiatum; slm, 
stratum lacunosum-moleculare; vm, ventromedial part of the entorhinal cortex.
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Reciprocal connections
Bidirectional, equivalent 
connections between two 
areas, networks or neurons.

Perforant pathway
Axons that originate in the 
superficial layers of the EC and 
are distributed to all fields of 
the hippocampus.

A36. Additionally, the POR projection to A36 is stronger 
than that to A35 (REFS 16,17,23). The PER projection to 
the POR originates in PER layers II, V and VI16,17,21,23 (see 
figure 3b in Supplementary information S4 (figure)). 
The densest projection connects the rostral PER with 
the caudal POR17.

A set of intra-PHR connections that is also under-
exposed in the standard model is the connections 
between the EC, the presubiculum and the parasubicu-
lum. The dorsolateral mEA projects to septal levels of 
the presubiculum and the parasubiculum (see figure 4a  
in Supplementary information S4 (figure)), whereas 
the ventromedial mEA projects to the temporal pre-
subiculum and parasubiculum20,22,24–28 (see figure 4b in 
Supplementary information S4 (figure)). The lEA also 
projects to the presubiculum and the parasubiculum, but 
precise topographical information for this projection is 
absent19,20,22,25,29,30. Both the presubiculum and the par-
asubiculum send projections to the EC. The septal pre-
subiculum projects to the dorsolateral and intermediate 
part of the mEA (see figure 5a in Supplementary infor-
mation S4 (figure)), whereas the temporal presubiculum 
projects to the ventromedial part of the mEA (see figure 
5b in Supplementary information S4 (figure)). The super-
ficial layers of the presubiculum project to the deep layers 
of the lEA31 and to layers I, II and III of the mEA27,32–34. 

The deep layers of the presubiculum project to all lay-
ers of the mEA and predominantly to the deep layers of 
the lEA27,34,35. A detailed topography for the parasubic-
ulum-to-EC connection has not yet been described, 
but it is known that all layers of the parasubiculum  
converge on to layer II of the mEA21,24,30,32,33,36.

Several other connections have been described that 
have not been incorporated into the standard model 
shown in FIG. 3. For example, reciprocal connections 
between the presubiculum/parasubiculum and the 
PER/POR have been described21,23, but details are lim-
ited. Other connections, such as the intrinsic connec-
tions of the EC, are better anatomically characterized, 
but they remain outside the scope of most models. For 
example, the mEA and the lEA are strongly intercon-
nected: cells in layers II, III, V and VI of the mEA project 
to the superficial layers of the lEA20,37; lEA layers II and 
V project to the superficial layers of the mEA17,20,29,37, 
whereas lEA layers III and VI project to superficial and 
deep layers of the mEA29,37.

PHR projections to the HF. There is a prominent and 
topologically arranged circuitry between the PHR 
and the HF. The EC-to-HF circuitry is known as the 
perforant pathway (FIG. 3). According to the standard 
view only EC layer II projects to the entire transverse 

Figure 2 | interactive diagram. The interactive diagram (see Supplementary information S1 (figure)) shows the details 
of the connectivity in the parahippocampal–hippocampal network, including the topology of the connections. All regions 
and their three-dimensional axes (for example, the septotemporal axis; see FIG. 1) are included in the diagram.  
a | An alphabetically sorted list of ‘from–to’ connection groups that can be switched on or off. In front of each group is a + 
sign. Clicking this expands the list of individual connections that make up the group, allowing one to select connections 
originating from a specific cortical layer or according to a specific three-dimensional projection pattern (for example, only 
dorsolateral entorhinal cortex to septal hippocampus connections). b | In this area of the diagram the selected 
connectivity within and between subregions is displayed with full topological detail. c | In some cases topological detail is 
not available; these connections are displayed with a reduced level of topological detail in the centre of the diagram. 
Connections between diagram elements in parts b and c also exist. d | The diagram legend provides a detailed anatomical 
description of all subregions. Refer to the diagram manual in Supplementary information S2 (box) for detailed instructions.
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When one brain region sends 
projections to several different 
brain regions.
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The main projection of DG 
granular cells to CA3; 
characterized by high 
concentrations of zinc.

Schaffer collaterals
The axon collaterals of the CA3 
pyramidal cells that project to 
CA1.

extent of the DG. In fact, EC layers III, V and VI also 
contribute to this projection, although to a lesser 
extent. The details of the EC-to-DG19,22,24–26,38–51 and 
EC-to-CA319,20,22,25,29,38,41,42,44,48–50,52 projections might 
provide clues to their function. For example, in  
the molecular layer of the DG and the stratum lacuno-
sum-moleculare of CA3, projections from the EC con-
verge on to the apical dendrites of dentate principal cells 
and interneurons. Specifically, the lEA projects to the 
outer third of the molecular layer of the DG, and the mEA  
projects to the middle third of this layer. A similar pat-
tern of convergence53 is observed in CA3, where the lEA  
projection terminates in the superficial part of the stra-
tum lacunosum-moleculare and the mEA projection 
terminates in the deep part of this layer. In addition to 
convergence, divergence53 of the EC projections to the 
DG and CA3 also occurs, as individual layer II cells 
project to both the DG and CA3 (REFS 48,54).

The organization of the EC projection to CA1 and 
the subiculum is markedly different from that of the 
EC-to-DG or EC-to-CA3 projection. The origin of  
the main projection from the EC to the stratum lacuno-
sum-moleculare of CA1 and the molecular layer of the 
subiculum lies in layer III although, again, other layers 
(II, V and VI) contribute to a lesser extent to this projec-
tion20,22,25,26,29,38,41–43,46,49,51,52,55–57. Another striking feature of 
this pathway is the difference between the lEA and mEA 
projections along the transverse axis. The lEA projects 
to the distal part of CA1 and the proximal subiculum, 
whereas the mEA projects to the proximal part of CA1 
and the distal subiculum38,49,52. This segregation suggests 
that the input from the lEA and the mEA is processed 
in different parts of CA1 and the subiculum. This idea 
is supported by the observation that the segregation of 
the EC input to CA1 and the subiculum is maintained 
in the intra-HF projection from CA1 to the subiculum 
(see next subsection).

In addition to this topology along the transverse axis 
of the HF, there is a topological organization of connec-
tions between the dorsolateral–ventromedial axis of the 
EC and the longitudinal axis of the HF: the dorsolateral 
parts of the lEA and the mEA project to the septal HF, 
the intermediate part of the EC projects to intermediate 
septotemporal levels, and the ventromedial EC projects 
to the temporal HF40,58,59. According to some reports, the 
actual organization of the perforant pathway is more 
widespread (see figure 6 in Supplementary information 
S4 (figure)), such that this topography relates to the dens-
est projections, whereas weaker components show a more 
divergent distribution along the septotemporal axis46,50. 
Such a broader projection pattern along the septotemporal 
axis of the HF may affect information processing.

The EC-to-HF projection forms the main PHR con-
nection to the HF. Other PHR subregions have also been 
observed to project to the HF directly, although less 
strongly than the EC and most of them are not included 
in the standard view. Neurons in all layers of the pre-
subiculum and the parasubiculum project to the stratum 
moleculare of the DG32,44,60 and the subiculum24,32,60,61 
and to the stratum lacunosum-moleculare of CA3 
(REFS 32,44) and CA1 (REFS 32,44,60) (see figures 7a and 7b  

in Supplementary information S4 (figure)). Another 
example of underexposed circuitry is the direct projec-
tion from the PER and the POR to the HF. Both A35 
and A36 have been reported to project to CA1 and the 
subiculum23,62. The POR has been suggested to project 
to all sub-areas of the HF23, but another report indicates 
only direct projections to CA1 and the subiculum57.

Connectivity within the HF. In the standard model the 
first step of the polysynaptic HF pathway (FIG. 3; see also 
figure 8a in Supplementary information S4 (figure)) is 
formed by a unidirectional projection from the DG to 
CA3: the mossy fibres. The Schaffer collaterals, which orig-
inate in CA3 and project to CA1, are the next step in the 
polysynaptic loop. A detailed look at these connections 
shows an interesting topology along the transverse axis. 
The distal part of CA3 projects to proximal CA1 and, 
conversely, the proximal part of CA3 projects to distal 

Figure 3 | The standard view of parahippocampal–
hippocampal circuitry. The standard view that is 
presented here is based on various circuitry models from 
recent articles8–15. According to this standard view, 
neocortical projections are aimed at the parahippocampal 
region (PHR), which in turn provides the main source of 
input to the hippocampal formation (HF). In the PHR, two 
parallel projection streams are discerned: the perirhinal 
cortex (PER) projects to the lateral entorhinal cortex (LEA), 
and the postrhinal cortex (POR) projects to the medial 
entorhinal cortex (MEA). The entorhinal cortex (EC) 
reciprocates the connections from the PER and the POR. 
Additionally, the EC receives input from the presubiculum 
(PrS). The EC is the source of the perforant pathway, which 
projects to all subregions of the hippocampal formation. 
Entorhinal layer II projects to the dentate gyrus (DG) and 
CA3, whereas layer III projects to CA1 and the subiculum 
(Sub). The polysynaptic pathway, an extended version of the 
traditional trisynaptic pathway, describes a unidirectional 
route that connects all subregions of the HF sequentially. In 
short, the DG granule cells give rise to the mossy fibre 
pathway, which targets CA3. The CA3 Schaffer collaterals 
project to CA1 and, lastly, CA1 projects to the Sub. Output 
from the HF arises in CA1 and the Sub and is directed to the 
PHR, in particular to the deep layers of the EC. The Roman 
numerals indicate cortical layers.
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CA1 (REFS 63–65). The topography of the projections 
that arise from mid-proximodistal portions of CA3 lies 
between that of these two projection patterns. The last 
step in the polysynaptic pathway is the projection from 
CA1 to the subiculum. The proximal part of the CA1 
pyramidal cell layer projects to the distal subiculum, 
whereas the distal CA1 projects to the proximal part of 
the subiculum52,66–69.

In contrast to what is depicted in the standard model, 
there are several backprojections in the HF. Pyramidal 
cells in CA3 project back to the hilus and the inner 
molecular layer of the DG64,70–74, and all septotem-
poral levels have this backprojection (see figure 8b in 
Supplementary information S4 (figure)). The strongest 
backprojection originates in the temporal levels of CA3 
and projects to the temporal part of the DG71. Again con-
trasting the standard idea of unidirectionality, a back-
projection from CA1 to CA3 has also been reported; this 
backprojection most likely arises from inhibitory neu-
rons in the stratum radiatum and stratum oriens of CA1 
and projects to the same layers in CA3 (REFS 64,66,67,75) 
(see figure 8b in Supplementary information S4 (figure)). 
A backprojection from the subiculum to CA1 has also 
been reported (see figure 8b in Supplementary infor-
mation S4 (figure)). This backprojection arises from 
neurons in the stratum pyramidale of the subiculum 
and projects to all layers of CA1 (REFS 32,76). Currently, 
it is not known whether this backprojection is of an  
excitatory or an inhibitory nature.

Recurrent collaterals of the CA3 region63,64,70–73,77–81 are 
well acknowledged in the literature (FIG. 3), and they have 
been described in the other HF subregions as well (see 
figure 9 in Supplementary information S4 (figure); these 
intrinsic recurrent networks are less extensive and are  
also less investigated in terms of their anatomy and func-
tion (see the ‘Functional implications’ section). In the 
polymorphic layer of the DG, each granule cell estab-
lishes contact with the proximal dendrites of several 
mossy cells, which return excitatory synapses to granule 
cell dendrites in the molecular layer47,64,65,70,80,82–85. CA1 
has recurrent loops that are restricted to one septotem-
poral level66,69,75,76,79,86. In the subiculum, principal cells 
extend axon collaterals to a substantial part of the subicu-
lum that lies ventral to the site of origin; these collaterals 
terminate on pyramidal cells and interneurons32,76,87,88.

HF projections to the PHR. The HF output to the PHR 
arises from CA1 and the subiculum and, according to 
the standard view, terminates primarily in the deep lay-
ers of the EC. In contrast to this view, several authors 
have reported direct projections from CA1 (REFS 72,75) 
and the subiculum32,89,90 to the superficial layers of both 
the lEA and the mEA.

There are reciprocal connections between the EC 
and CA1/the subiculum. The CA1–to–EC projection is 
organized such that the septotemporal axis of the HF  
is mapped topologically on to the dorsolateral–ventro-
medial axis of the EC, comparable to the organization of 
the strongest EC-to-HF projection52,72,75. The transverse 
output organization also mimics the input — that is, the 
proximal part of CA1 projects to the mEA (see figure 

10a in Supplementary information S4 (figure)) and the 
distal part of CA1 projects to the lEA49,52 (see figure 
10b in Supplementary information S4 (figure)). The 
subiculum-to-EC projections have a similar topography 
along the long89,91 and transverse axes49,88,89,91,92, although 
they seem to be less sharply defined. moreover, along 
the transverse axis the organization is opposite to that 
of the CA1-to-EC connections: the proximal subiculum 
sends a stronger projection to the lEA and the distal 
subiculum sends a stronger projection to the mEA, 
again in line with the overall organization of the EC  
projections to the subiculum.

Although the CA1/subiculum-to-EC projections 
form the main part of the HF output to the PHR, other 
connections to the PHR also exist. For example, CA3 
(REFS 24,44,72,78), CA1 (REFS 24,31,44,69,75) and the 
subiculum24,31,32,88,89,91,92 all project to the presubiculum 
and the parasubiculum (see figure 11 in Supplementary 
information S4 (figure)). The projection from the subic-
ulum to the presubiculum is the best described of these. 
It follows a septotemporal gradient, such that the septal 
part of the subiculum projects to the septal presubicu-
lum31,88,89,91 and the temporal part of the subiculum 
projects to the temporal presubiculum24,91. A projection 
from the subiculum to the parasubiculum exists, but no 
detailed information about it is known24,32,89. Finally, CA1 
and the subiculum project to both the PER and the POR, 
although no detailed information about the organization 
of this projection is currently available21,23.

Functional implications
In the preceding section we compared the details of the 
PHR–HF circuitry to the standard view, highlighting 
several underexposed connections. To provide a func-
tional perspective on some of these connections, we 
now discuss them in the context of three topics that have 
long been associated with the HF: memory formation,  
navigation and temporal dynamics.

Memory formation. The first example of how increased 
knowledge of connections in the PHR and the HF might 
change our views on the memory function of the HF con-
cerns the idea that the HF is the region in which different 
types of information are associated in memory. By con-
trast, the EC is generally defined as a simple input–output  
structure that keeps the incoming information flows 
separate by way of two parallel pathways (FIG. 3): the PER-
to-lEA-to-HF pathway conveys non-spatial information 
about external stimuli, whereas the POR-to-mEA-to-HF 
pathway conveys spatial information18.

However, there are four arguments that support the 
notion that, rather than being a simple input–output 
structure, the EC has a role in more complex associa-
tions. First, anatomical evidence shows that PER and 
POR projections to the EC overlap (see the ‘Circuitry’ 
section). Second, there is an extensive network in the EC 
that reciprocally connects the lEA and the mEA17,20,29,37. 
These first two anatomical characteristics suggest that 
non-spatial information in the lEA and spatial informa-
tion in the mEA can become associated at the level of the 
EC, which is supported by the observation that the lEA 
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Auto-associative network
A network of neurons with 
axon collaterals that terminate 
on dendrites of the parent cell.

Place cells
Principal neurons in the 
hippocampus and 
parahippocampus that fire 
whenever an animal is in a 
specific location in an 
environment (corresponding to 
the cell’s ‘place field’).

is involved in odour–place associations93. Third, deep and 
superficial layers of the EC are also anatomically intercon-
nected20,26,29,37,94, and this connection is likely to explain the 
observation that the firing characteristics of cells in all lay-
ers of the mEA have a clear correlation across layers dur-
ing the performance of spatial tasks95. Fourth, according 
to the classical view (FIG. 3), the superficial EC layers are 
the input layers to the HF, whereas the deep layers receive 
hippocampally processed information that they convey 
back to the cortex. However, the anatomical data summa-
rized in this Review show projections from the deep layers 
of the EC to the HF, consistent with the finding that acti-
vation of the deep layers of the EC is sufficient to activate 
the DG96. Additionally, the HF projects to both deep and 
superficial EC layers (see the ‘Circuitry’ section).

We therefore propose that the notion that the EC is 
a simple, laminated input–output structure needs revi-
sion: information becomes integrated before it enters the 
HF. This suggests that both the HF and the EC associ-
ate information that is relevant to memory. As the same 
types of information are processed by the two structures, 
the question remains how their functions compare. One 
way to view the distinctive roles of the regions is that the 
EC holds a more universal memory representation of 
the associated information, whereas the HF is involved 
in processing details of this information through  
processes such as pattern separation and pattern com-
pletion. The observation that activity in the HF increases 
when a person is recalling details from memory supports 
the proposal that the HF has a role in processing detailed 
information97. The idea that the EC processes informa-
tion at an earlier and more generic level than the HF (in 
which detailed information is processed) corresponds 
to the idea that the EC holds a universal map that is  
important to the HF in navigation, as discussed below.

Associative networks and, in particular, the auto- 
associative network of CA3 have been proposed to be 
essential for encoding and storing episodic memories98,99. 
The recurrent connections in this area can be theoretically 
arranged into a number of discrete patterns of activation, 
called stable states or attractors, and the synaptic strengths 
of the recurrent connections determine the stable states of  
this network98. Incoming information presumably directs 
the network into one of its stable states, thus enabling 
pattern completion100. Although the CA3 recurrent net-
work is currently thought to be the most elaborate in the 
HF, CA1, the DG hilus region and the subiculum also 
contain recurrent collateral networks (see figure 9 in 
Supplementary information S4 (figure)) and are likely to 
exhibit computational characteristics comparable to those 
of the CA3 recurrent network. One striking feature of the 
CA1 recurrent network that emerges from the diagram 
is that the recurrent loops are restricted to one septotem-
poral level (see figure 9 in Supplementary information 
S4 (figure)). For example, the input to the septal CA1 
from CA3 arises from both septal and intermediate levels  
of CA3, whereas the input to the temporal CA1 arises 
from the temporal and intermediate CA3. This input is 
then processed independently in both the septal and the 
temporal CA1. It would be interesting to know whether 
there is also regional specificity of CA1 recurrents along 

the transverse axis, as the mEA and the lEA project pref-
erentially to different proximodistal regions of CA1 (see 
the ‘PHR projections to the HF’ subsection). Preliminary 
data from recordings in the septal CA1 are in line with this 
idea and show that cells at different transverse positions 
have different firing characteristics101 that are related to the 
type of information provided by the mEA or lEA inputs 
(spatial and non-spatial, respectively). We propose that 
CA1 is divided into subdomains along the combination of 
the septotemporal and proximodistal axes, and that each 
subdomain independently processes different, specific 
combinations of information originating from different 
input areas. In theory, each of these subdomains would 
thus be able to encode and store unique input patterns, 
which may be instrumental in discriminating subtle dif-
ferences in input cues and may aid pattern separation and 
completion. This prediction awaits further experimental 
data, such as detailed recordings along both axes in freely 
behaving animals.

Navigation. Different types of spatial information, dis-
cussed below, are represented in the PHR–HF circuitry, 
and the circuitry may facilitate the exchange of these dif-
ferent types of information in order to make navigation 
through an environment possible. The same circuitry 
may mediate the formation of memories for the spatial 
position of behaviourally relevant cues. Place cells, which 
encode place fields, provide essential information for 
navigation. They are found in CA1 (REF. 102) and CA3 
(REF. 103), but cells with similar functional properties 
have been found in the subiculum104–106, the septal pre-
subiculum107 and the parasubiculum108,109. In the HF, the 
size of a place field is related to the septotemporal posi-
tion of the place cells: place cells in the septal HF have the 
smallest place fields, at intermediate septotemporal lev-
els place fields are twice as big110 and in the temporal HF 
they become even larger103,110,111. Place field size can be 
interpreted as a measure of spatial scale, indicating that 
environments might be represented at different spatial  
resolutions along the septotemporal axis of the HF.

A large number of non-overlapping, unique spatial 
representations of the environment are stored in the rather 
limited network of the HF, which creates a storage prob-
lem. It has been argued that in order to solve this problem 
the HF might make use of a universal map, presumably 
located outside the HF102,112,113, that can be applied across 
environments. Based on the strong reciprocal connectiv-
ity between the EC and the HF, the EC (in particular the 
mEA) was considered a likely candidate for the location 
of this map, as this area was shown to receive predomi-
nantly visuospatial information from the POR16. Indeed, 
a disruption of the monosynaptic information flow from 
mEA layer III to CA1 affected long-term spatial-memory  
performance114 and impaired place cell firing in CA1 
(REF. 115). However, initial recordings in the EC did not 
reveal cells with a striking spatially modulated firing pat-
tern116,117, probably because these recordings did not cover 
the most dorsolateral portion of the mEA. The dorso-
lateral mEA was predicted to contain such cells because 
it is reciprocally connected both to the septal hippocam-
pus (see the ‘Circuitry’ section), in which place cells are 
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Grid cells
Neurons in the entorhinal 
cortex that fire strongly when 
an animal is at one of several 
specific locations in an 
environment and that are 
organized in a grid-like fashion.

Head-direction cells
Neurons that fire only when 
the animal’s head points in a 
specific direction in an 
environment.

Mammillary bodies
A pair of nuclei in the 
hypothalamus, strongly 
connected to the HF and the 
anterior complex of the 
thalamus, that are involved in 
recognition memory.

Theta oscillations
Rhythmical changes at 
5–12 Hz in network activity, as 
observed in the electro-
encephalogram, characteristic 
of the hippocampal network 
communicating with various 
cortical and subcortical 
networks in the brain.

Gamma oscillations
Rhythmical oscillations of 
25–70 Hz observed in the 
electroencephalogram.

Ripple oscillations
Short-lasting bursts of field 
oscillations (~140–200 Hz) in 
the mammalian hippocampus 
and parahippocampus that 
occur during rest or slow-wave 
sleep.

most conspicuous, and to visuospatial cortical domains 
— for example, the POR17,18. Subsequent recordings in the 
dorso lateral part of the mEA indeed revealed grid cells118. 
like place cells, grid cells show a gradual increase in grid 
field size from the dorsolateral mEA towards the ventro-
medial mEA119 and, because of the predominant topology 
of the perforant path, the grid cells with the smallest grid 
field scale in the dorsolateral mEA connect to the place 
cells in the septal HF with the smallest place field scale. 
Similarly, the grid cells with the largest grid field scale in 
the ventromedial mEA connect to the place cells in the 
temporal HF with the largest place field scale.

Head-direction cells are a third class of cells involved  
in navigation. Head-direction cells were first discovered in  
the septal presubiculum109,120, but directionally tuned 
cells have also been observed in the EC95, the anterior 
and lateral dorsal thalamic nuclei121–123, the lateral mam-
millary nucleus124, the retrosplenial cortex125 and the 
striatum126. This indicates that the directional signal is 
probably computed in brain networks outside the HF. 
The head-direction information from the mammillary 
bodies is crucial for place and grid cell functioning124, 
and head-direction information from the presubiculum 
is important, although not indispensable, for the func-
tional characteristics of place fields in CA1 (REF. 127). As 
the septal presubiculum also projects to other HF sub-
regions, we propose that the firing properties of neu-
rons in the DG, CA3 and the subiculum might also be 
affected by presubiculum lesions.

What more can the details of the circuitry tell us 
about the space-related functional properties of the net-
work? A first hypothesis is that information from the 
head-direction system may enter the HF through at least 
two different routes. One route projects from the pre-
subiculum directly to the HF and a second route runs 
indirectly to the HF through the projections from layers 
II and III of the EC. In order to decide which of these 
routes provides the predominant directional input to the 
HF, the reported effects of presubiculum lesions on CA1 
place cell firing107 should be compared with the effect of  
presubiculum lesions on the spatial-firing properties  
of mEA neurons. If mEA neuron firing is not affected by 
such lesions, the direct route from the presubiculum to 
CA1 is more likely to be the predominant input pathway 
for directional information to the HF. However, if the 
firing properties of mEA neurons do change as a result 
of presubiculum lesions, the CA1 firing properties after 
a presubiculum lesion should be compared with the CA1 
firing properties after a selective mEA lesion115 and after 
a combined presubiculum and mEA lesion.

Another prediction based on the PHR–HF network 
characteristics is that the place-specific firing of CA1 
should be stronger at its proximal end than at its distal 
end, as the mEA preferentially projects to the proximal 
portion of CA1 and place-specific firing in CA1 strongly 
depends on the direct input from the mEA115,128,129. By 
contrast, the preferential lEA-to-CA1 projection pat-
tern predicts that non-spatial information about exter-
nal stimuli is processed in the distal CA1. Preliminary 
data show that the firing of cells in the proximal (mEA-
recipient) CA1 is indeed significantly more affected 

by spatial information than the firing of cells in the 
distal CA1 (REF. 101). A similar type of prediction can 
be made for the subiculum, as the lEA projects to the 
proximal part of the subiculum and the mEA projects 
to its distal part. On the basis of this topology, the most 
prominent place cells are expected to be found in the 
distal subiculum. One study found subtle differences in 
the spatial properties of cells in the proximal versus the 
distal subiculum104. There are several explanations for 
why the difference was only small, but the best expla-
nation is probably the extensive but underexposed and 
not very well studied intrinsic recurrent network in the 
subiculum130.

Temporal dynamics. Some of the underexposed 
PHR–HF connections are likely to be involved in the 
temporal synchronization of neuronal firing between 
brain areas. Synchronized firing is essential for the 
coordination of spatially distributed networks and is 
generally achieved through neuronal oscillations. By 
synchronizing excitatory periods across regions, oscil-
lations may facilitate the transfer of information in the 
PHR–HF network131. Furthermore, oscillations pro-
mote coincident firing among cells, which is likely to 
be important for inducing synaptic plasticity (for exam-
ple, see REF. 132) and memory consolidation133. One 
of the prerequisites for the occurrence of oscillations  
is the interaction between excitatory glutamatergic neu-
rons and inhibitory GABA (γ-aminobutyric acid)-ergic 
interneurons134. Different classes of GABAergic neu-
rons can be characterized in the hippocampus accord-
ing to their distinct firing patterns during behaviourally 
relevant oscillations such as theta oscillations, gamma  
oscillations and sharp wave ripples135–138; projections from 
these interneurons to different targets synchronize the 
firing of large numbers of pyramidal cells135. Although 
most research on GABAergic cells is carried out on 
interneurons that project locally in one sub-area, recent 
evidence showed the existence of long-range GABAergic 
projection neurons that cross the sub-area border and 
are involved in the coordination of spike timing across 
sub-areas139.

Although most tract-tracing studies do not reveal 
whether a projection is excitatory or inhibitory, an indica-
tion of the excitatory or inhibitory nature of a connection 
can be derived from the layers of origin and termination. 
For example, the CA1-to-CA3 backprojections discussed 
in the ‘Circuitry’ section arise not from the (excitatory) 
glutamatergic principal cell layer, but mainly from neurons 
located in the stratum oriens of CA1 (REFS 64,66,67,75), 
and project to the stratum radiatum and stratum oriens  
of CA3. An in vivo labelling study showed the same locus of  
origin and termination for CA1 GABAergic neurons 
projecting to CA3 (REFS 77,140–142). Also, in the stratum 
radiatum of CA1, cells project to the DG and the subic-
ulum. GABAergic cells have been reported to reside in 
the CA1 stratum radiatum with axons that radiate to the 
molecular layer of the DG and the subiculum143.

Because the layer of origin of these CA1 neurons 
seems to be a reliable predictor of GABAergic connec-
tions, it is likely that other projections that do not start 
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in the principal cell layer are also GABAergic. This can 
be used to discover the existence of other inhibitory pro-
jections. In the interactive diagram (see Supplementary 
information S1 (figure)) one can observe that, in the hip-
pocampus, cells in the hilus of the DG project to CA1. 
There are also reports of projections from the HF to the 
PHR that do not start in the principal cell layer of the HF:  
cells in the molecular layer of the subiculum project 
to the parasubiculum, the presubiculum and the POR. 
moreover, cells in the stratum oriens and the stratum 
radiatum of CA1 and the molecular layer of the subicu-
lum project to the lEA and the mEA. We suggest that 
these connections indeed originate from long-range 
GABAergic neurons, and are capable of function-
ally coupling the PHR–HF subregions and coordinate  
oscillations over the entire PHR–HF network.

Conclusions and future directions
Comprehensive knowledge of the organization of the 
PHR–HF connectivity is of pivotal importance for elu-
cidating PHR–HF function. Such detailed knowledge of 
PHR–HF circuits will help us to understand how these 
circuits are engaged in spatial processing and temporal 
dynamics, as well as in other functions that have been 
associated with the region, such as episodic memory144, 
crossmodal memory145, recollection and recognition146, 
memory for the temporal order of events147–150 and visual 
perception of conjunctions151. moreover, the PHR and HF 
are implicated in various disorders, such as Alzheimer’s 
disease152, epilepsy153, schizophrenia154 and depression155. 
Knowing the changes in connection patterns within and 
between these regions may help us to understand the 
underlying mechanisms of these PHR–HF-related disor-
ders and consequently enhance the possibilities for treat-
ing them. This Review and the complementary knowledge 
base may facilitate the study of altered connectivity in  
animal models for diseases that involve the PHR and HF.

Although topological information is available in the 
interactive diagram for a large number of connections, 
increasing the knowledge base of PHR–HF connectiv-
ity is an important requirement for future functional 
understanding of these regions. Although currently all 
connections in the interactive diagram are displayed as 
if they are of equal density, we aim for future versions 
of the diagram (which will be available on our website)  
to differentiate between strong and weak connec-
tions. unfortunately, connectional density is often not 
reported quantitatively in the anatomical literature, and 
even when it is reported it is a subjective observation 
that is difficult to compare between studies. Second, we 
aim to incorporate in vivo and in vitro electrophysiologi-
cal data into future versions of this knowledge base so 
that it will contain information about the excitatory or 
inhibitory role of connections. Third, the current ver-
sion of the diagram displays only the layers of origin and 
termination, but each region and layer consists of several 
cell types. We aim for future versions of the diagram to 
contain a description of pre- and postsynaptic cell types. 
Implementing these improvements requires extensive 
fundamental research into the cytoarchitectonic and 
connectional properties of the region, but this invest-
ment will have a tremendous impact on advancing our 
functional understanding.

An ever-increasing amount of anatomical knowledge 
brings with it several difficulties. One consequence of 
the overwhelming number of reported connections is 
that attention focuses on a selection of the connections 
whereas others fall into disuse, especially those for which 
the functional relevance is not entirely clear, such as 
some of the recurrent collaterals in the HF subregions. A 
knowledge base such as the one presented in this Review 
can help to prevent the loss of valuable knowledge and 
inspire creative minds to come up with new solutions for 
outstanding problems in the field.
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The entorhinal cortex (EC) is the major input and output structure of the hippocampal
formation, forming the nodal point in cortico-hippocampal circuits. Different division
schemes including two or many more subdivisions have been proposed, but here we
will argue that subdividing EC into two components, the lateral EC (LEC) and medial
EC (MEC) might suffice to describe the functional architecture of EC. This subdivision
then leads to an anatomical interpretation of the different phenotypes of LEC and
MEC. First, we will briefly summarize the cytoarchitectonic differences and differences
in hippocampal projection patterns on which the subdivision between LEC and MEC
traditionally is based and provide a short comparative perspective. Second, we focus
on main differences in cortical connectivity, leading to the conclusion that the apparent
differences may well correlate with the functional differences. Cortical connectivity of
MEC is features interactions with areas such as the presubiculum, parasubiculum,
retrosplenial cortex (RSC) and postrhinal cortex, all areas that are considered to belong to
the “spatial processing domain” of the cortex. In contrast, LEC is strongly connected with
olfactory areas, insular, medial- and orbitofrontal areas and perirhinal cortex. These areas
are likely more involved in processing of object information, attention and motivation.
Third, we will compare the intrinsic networks involving principal- and inter-neurons in LEC
and MEC. Together, these observations suggest that the different phenotypes of both EC
subdivisions likely depend on the combination of intrinsic organization and specific sets
of inputs. We further suggest a reappraisal of the notion of EC as a layered input-output
structure for the hippocampal formation.

Keywords: parahippocampal region, hippocampus, connectivity, primate, rodent

INTRODUCTION

The denomination ‘‘entorhinal cortex (EC)’’ (Brodman’s area 28) is based on the fact that it is
(partially) enclosed by the rhinal (olfactory) sulcus. Interest in the EC arose around the turn
of the 20th century when Ramón y Cajal, described a peculiar part of the posterior temporal
cortex that was strongly connected to the hippocampus by way of the temporo-ammonic
tract (Ramón Y Cajal, 1902; Witter et al., in press). Cajal was struck by this massive connection
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and he therefore suggested that the functional significance of the
hippocampus had to be related to that of EC or the sphenoidal
cortex/angular ganglion, as he called it at that time. Today, EC is
conceived as the nodal point between the hippocampal formation
on the one hand and a variety of cortical areas on the other
hand. Multimodal, as well as highly processed unimodal sensory
inputs converge at the level of neurons in the superficial layers
of the EC. This input is conveyed by the neurons in layers II
and III of EC to all subdivisions of the hippocampal formation
(Insausti et al., 2004; van Strien et al., 2009; Cappaert et al.,
2014; Strange et al., 2014). The hippocampal fields CA1 and
subiculum are the main source of projections that return to
layer V of EC, with a less dense projection to layers II and III.
Layer V neurons in turn are the main origin of EC projections
to widespread cortical and subcortical domains in the forebrain
(Rosene and Van Hoesen, 1977; Kosel et al., 1982; Cappaert et al.,
2014).

EC comprises different subdivisions, charaterized by
connectivity with functionally different sets of cortical and
subcortical areas in the brain. This has led to the now quite
widely accepted concept of parallel input/output channels,
mediated by way of perirhinal and postrhinal (rodents) or
parahippocampal cortex (primates; Witter et al., 1989a, 2000;
Naber et al., 1997; Eichenbaum et al., 2012; Ranganath and
Ritchey, 2012). Recent electrophysiological recordings in
the lateral and medial EC (LEC and MEC respectively; see
below for definitions) of rodents show that cells in MEC
are predominantly spatially modulated. In contrast, in LEC
such modulation is essentially absent, with neuron-firing
correlating to objects in context (Fyhn et al., 2004; Deshmukh
and Knierim, 2011; Knierim et al., 2013; Tsao et al., 2013; Moser
et al., 2014). Does this phenotypical difference between the
two EC components reflect input differences, or differences
in local circuits and cell types, or could this phenotypical
separation be the result of interactions between these two
parameters. In this review, we aim to address specifically
this question by providing a comprehensive description of
EC, its intrinsic organization in relation to input and output
organizations. We mainly focus on data from studies in
rodents, although occasional comparative remarks are inserted
when considered relevant for the narrative of the article.

DEFINITION OF THE ENTORHINAL
CORTEX, SUBDIVISIONS AND OVERALL
ARCHITECTURE

There are different ways to define a cortical area, using
different criteria, such as location, connectivity, cyto- and
chemoarchitecture. Applying all of these approaches has resulted
in a variety of borders, subdivisions and description of
layers. Architectural parcellation schemes are useful tools to
relate experimental data to standard locations in the brain
(Bjaalie, 2002; van Strien et al., 2009; Zilles and Amunts,
2010; Kjonigsen et al., 2011, 2015; Boccara et al., 2015).
Connection-based subdivision schemes may relate closer to
our understanding of functional differences between areas

(see below). In view of the strong implications of the
human EC in a variety of brain diseases (Braak and Braak,
1992), the development of adequate animal models for such
diseases depends strongly on our capabilities to extrapolate the
definition of the EC from rodents to non-human and human
primates. Therefore, combinations of the different approaches
mentioned above will likely provide the most reliable concept for
subdividing EC.

An apparently good lead, since it has withstood over a century
of arguments, is the definition of EC based on hippocampal
connectivity, as originally suggested by Ramón Y Cajal (1902,
1911). In view of increasing insights into the connectivity of
the hippocampal formation and its subdivisions, we follow
the well-established practice in rodents to take the differential
distribution of EC projections to the dentate gyrus as a good
defining criterion for two main subdivisions of EC. These are
nowadays referred to as LEC and MEC (Steward, 1976; Witter,
2007). Unfortunately, in the monkey, the terminal distribution
of the entorhinal-to-dentate projection does not provide such
a clear criterion to functionally subdivide EC (Witter et al.,
1989b). Potentially in line with this, cytoarchitectural division
schemes tend to differentiate more than two subdivisions
(Amaral et al., 1987; Rosene and Van Hoesen, 1987). However,
the second entorhinal-hippocampal projection, connecting the
two entorhinal domains to area CA1 and the subiculum in
all mammalian species studied, including primates, shows a
strikingly preserved topology along the transverse axis of both
hippocampal fields. Projections emerging from a posteromedial
location in EC target the proximal CA1, i.e., close to DG,
and distal subiculum, whereas an anterolateral origin in EC
maps onto the distal CA1 and adjacent proximal subiculum
(human: Witter et al., 2000; Maass et al., 2015; monkey: Witter
and Amaral, 1991; rat: Naber et al., 2001; van Strien et al.,
2009).

Other connectivity patterns have been proposed to
functionally subdivide EC as well, one being the input
from the presubiculum. In all non-primate mammalian
species studied so far, including rat, guinea pig and cat, the
innervation of EC by presubicular fibers is restricted to a
more caudal and dorsal portion that coincides with a cyto-
and chemoarchitectonically well defined area, now called
MEC (Shipley, 1975; Köhler, 1984; Room and Groenewegen,
1986). Also in the monkey, inputs from the presubiculum
distribute to only a restricted posterior portion of EC
(Amaral et al., 1984; Saunders and Rosene, 1988; Witter
and Amaral, unpublished observations), and this area may thus
represent the homolog of MEC as defined in non-primates.
Recent connectional MRI studies in humans have pointed
to a comparable connectional bipartite system separating
anterolateral from posteromedial EC, showing clear differences
with respect to connectivity measures with perirhinal and
parahippocampal cortex, resembling those reported in rodents
(Naber et al., 1997; Maass et al., 2015; Navarro Schröder et al.,
2015).

Cytoarchitectural data reveal that in all species studied,
two entorhinal areas can be differentiated and that these
share cytoarchitectonic features with the two entorhinal areas
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defined by Brodmann as areas 28a and b (Brodmann, 1909).
One can easily recognize a posteromedial area characterized
by a very regular six-layered structure and a homogenous
distribution of neurons in all layers, typical for area 28b or MEC.
Layer II of MEC comprises a mixture of excitatory medium-
sized pyramidal neurons and large multipolar neurons that
have become known as stellate cells (SCs). On the opposite,
anterolateral side, the laminar structure is comparable, but much
less regular, resembling the cytoarchitecture of area 28a or
LEC. In the latter portion, layer II comprises a mixture of
large multipolar neurons, nowadays in rodents referred to as
fan cells, pyramidal and medium-sized multipolar neurons. At
some locations, these cell types seem to cluster into sublayers
(referred to as IIa and IIb, or II and IIIa; Kobro-Flatmoen
and Witter, 2017). Depending on the species, one or several
additional subdivisions have been described, similar to what
was mentioned above for the monkey (Lorente de Nó, 1933;
Insausti et al., 1997). Note that the terms LEC and MEC
do not simply reflect a particular position in anatomical or
stereotaxic space. In many species, the two areas, defined by
their combined architectural and hodological features occupy
a more rostrolateral (LEC) vs. a more caudomedial position
(MEC).

CONNECTIVITY OF THE TWO
ENTORHINAL SUBDIVISIONS

Both LEC and MEC project to the hippocampus, and the
axons form synapses on neurons in all hippocampal subfields.
Neurons in layer II are the main source of the entorhinal
projections to the dentate gyrus and fields CA2 and CA3, and
neurons in layer III give rise to the entorhinal projections to
CA1 and subiculum (note that a small number of neurons
in deeper entorhinal layers contribute to both projections). In
view of a confusing nomenclature that has developed over
the years to describe these different projection systems (for a
recent description and discussion, see Witter et al., in press),
in the present article, we differentiate between the EC-layer
II projection and the EC-layer III projection. Regarding the
EC-layer II projection, we know that single layer II cells project
to both the dentate gyrus and CA2/CA3 (Tamamaki and Nojyo,
1993). Whether such a collateral organization is true for the
layer III projection to CA1 and subiculum is unclear. In view
of this striking layer-separation in the origin of the EC to
hippocampus projections, we feel that a description of intrinsic
and extrinsic connectivity of LEC and MEC might benefit from
a layered approach. In the following, we focus on the main
cell layers II, III and V (for a description of layers I and VI,
the reader is referred to Canto et al., 2008; Cappaert et al.,
2014).

Extrinsic Connections
The two entorhinal divisions differ with respect to their
major extrinsic cortical and subcortical connections (for recent
detailed overviews in the rat, see Kerr et al., 2007; Cappaert
et al., 2014; for broader comparative overviews of cortical
connectivity in a functional context, see Eichenbaum et al.,

2012; Ranganath and Ritchey, 2012). Here we focus on a
description of the distribution of main cortical inputs and
their laminar preference of termination. Superficial layers of EC
receive a substantial input from olfactory structures including
the olfactory bulb, the anterior olfactory nucleus, and the
piriform cortex (Haberly and Price, 1978; Kosel et al., 1981).
Olfactory axons preferentially terminate laterally and centrally
in LEC and in MEC, avoiding the most caudodorsal portion
of MEC (Kerr et al., 2007). Olfactory fibers mainly distribute
to layer I, where they make synaptic contacts with dendrites of
neurons in layers II and III (Wouterlood and Nederlof, 1983).
Other superficially terminating inputs to dorsolateral parts of
LEC originate from insular cortex (Mathiasen et al., 2015),
perirhinal cortex (Naber et al., 1999; Pinto et al., 2006) and
orbitofrontal cortex (Hoover and Vertes, 2007, 2011; Kondo
and Witter, 2014). Interestingly, the orbitofrontal and insular
projections to LEC mainly terminate anteriorly, and close to
the rhinal fissure. Parietal cortex projects moderately to LEC
and MEC, terminating close to the rhinal fissure, preferentially
in layers I and V (Olsen et al., 2017). Superficial layers of
MEC receive inputs from the orbitofrontal cortex, but only
from the ventral part (Kondo and Witter, 2014), postrhinal
cortex (Koganezawa et al., 2015) and pre- and parasubiculum
(Caballero-Bleda and Witter, 1993). The latter two inputs not
only terminate on dendrites of neurons in layers II and III,
but also influence neurons in layer V (Canto et al., 2012), and
such a connectional scheme might hold true for all superficially
terminating inputs. This however remains to be established, but
the possibility points to a potentially relevant role for layer V
neurons as integrators of entorhinal inputs, since they also are the
recipients of other major cortical inputs distributing to layer V.
These include inputs from infralimbic and prelimbic cortex,
apparently innervating LEC and MEC almost equally dense.
LEC layer V receives a denser input from anterior cingulate
cortex, whereas the retrosplenial innervation almost exclusively
distributes to MEC layer V (Wyss and Van Groen, 1992; Vertes,
2004; Jones and Witter, 2007), which also receives a weak to
moderate input from visual cortex (Kerr et al., 2007; Olsen et al.,
2017).

Intrinsic Networks Layer II
Principal cells in both subdivisions of EC come in two chemical
types, calbindin- and reelin-expressing cells. In MEC, calbindin-
positive cells and reelin-positive cells appear to be grouped
in patches, and in LEC the two cell types are more or less
confined to two separate sublayers, reelin cells in layer IIa
and calbindin cells in layer IIb. The reported clustering of
calbindin-positive neurons is particularly striking in limited
parts of MEC and is more striking in mice than in rats
or other species. Only in mouse MEC the calbindin-positive
neurons are located superficial to the reelin positive neurons
(Figure 1A; Tunon et al., 1992; Fujimaru and Kosaka, 1996;
Wouterlood, 2002; Ramos-Moreno et al., 2006; Kitamura et al.,
2014; Ray et al., 2014; Leitner et al., 2016). EC in humans
is known for its wart-like bumps or verrucae (Retzius, 1896;
Klinger, 1948; Solodkin and Vanhoesen, 1996; Naumann et al.,
2016), which in the largest part of EC, located centrally along
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FIGURE 1 | Layer II cells come in two, chemically defined types, reelin- and
calbindin-positive. (A) Coronal sections taken through entorhinal cortex (EC) of
the rat (left) and mouse (right), stained for reelin (cyan) and calbindin
(magenta). Note the different position of the two cell populations in the two
species and the two subdivisions of EC. In the rat medial EC (MEC; top-left),
the two populations are intermingled with a tendency for both types to cluster
somewhat. In contrast, in mouse MEC (top-right), calbindin-positive cells form
clear clusters (white arrowheads) that are located superficial to the
reelin-positive neurons. In lateral EC (LEC) of the rat (bottom-left),
reelin-positive cells form superficially positioned clusters (white arrowheads),
separated by calbindin-positive dendritic bundles belonging to the deeper
positioned, equally dispersed calbindin-positive neurons. In LEC of the mouse
(bottom-right), a more equal distribution is seen, although two superficially
located reelin clusters are present (white arrowheads). Scale bars equal
100 µm. (B) Schematic representation of the relationships of morphologically,
electrophysiologically and connectionally defined cell types, and their chemical
phenotype in LEC and MEC. Abbreviations: Fan, fan cell; IMSC, intermediate
stellate cell; IMPC, intermediate pyramidal cell; multi, multipolar cell; ObPC,
oblique pyramidal cell; PC, pyramidal cell; SC, stellate cell.

the anteroposterior and lateromedial axes, are composed of
the large multipolar reelin positive layer II cells, described
as the pre-alfa neurons by Braak (Braak and Braak, 1985;
Tunon et al., 1992; Kobro-Flatmoen et al., 2016; Naumann
et al., 2016). Moreover, the marked clustering of calbindin-
positive neurons in all species studied is limited to a restricted
posterior part of MEC (Naumann et al., 2016). In our view,
it is therefore confusing to refer to calbindin-positive cells
in layer II as island cells embedded in an ocean of reelin-
positive cells (Kitamura et al., 2014), since this organization
is likely opposite for the larger part of EC. Reelin-positive
cells in both entorhinal areas project to the dentate gyrus

and CA3, whereas calbindin-positive neurons project to several
other targets including the CA1 and the contralateral EC,
the olfactory bulb and piriform cortex (Varga et al., 2010;
Kitamura et al., 2014; Fuchs et al., 2016; Leitner et al., 2016;
Ohara et al., 2016). The two chemically defined cell groups
are composed of several morphological subgroups that can
be distinguished based on somatic and dendritic features
(Canto and Witter, 2012a,b; Fuchs et al., 2016; Leitner et al.,
2016).

In MEC, SCs make up the largest subgroup of principal
cells. They have multiple primary dendrites that radiate out
from a round soma. SCs are typically reelin-positive and
calbindin-negative. Medium to large pyramidal cells (PCs)
make up the other main principal cell type in layer II of
the MEC. PCs are typically calbindin-positive, although a few
reelin-positive PC have been described (Fuchs et al., 2016;
Figure 1B). There are at least two intermediate cell groups in
between stellate and pyramidal morphologies, here referred to
as intermediate SCs (IMSCs) and intermediate PCs (IMPCs).
IMSCs all express reelin, but a few of them co-express calbindin,
the IMPCs tend to be calbindin-positive, but are more diverse
and come in both reelin-positive and reelin and calbindin
co-expressing varieties. The four principal cell types in the
MEC can also be distinguished from each other based on their
electrophysiological profiles (Canto and Witter, 2012b; Fuchs
et al., 2016).

In LEC layer II, there are also at least four subgroups
of principal cells (Canto and Witter, 2012a; Leitner et al.,
2016). Fan cells are similar in morphology to SCs, but lack a
distinctive basal dendritic tree (Tahvildari and Alonso, 2005;
Canto andWitter, 2012a). Most are reelin-positive, though some
may express calbindin. PCs make up the other large group
of principal cells in LEC, they are morphologically similar to
those described in MEC. They are largely calbindin-positive,
but some may be reelin-positive. Oblique PCs (ObPCs) and
multipolar cell make up the intermediate cell types in the
LEC (Canto and Witter, 2012a; Leitner et al., 2016). Oblique
pyramidals display a morphology similar to PCs, but are tilted
relative to the pial surface, and they predominantly express
calbindin. Multipolar cells, on the other hand, have a more
diverse morphology, and express both calbindin and reelin
(Figure 1B). Electrophysiologically, the four cell groups in LEC
are not as easily distinguishable as in MEC, however recent
data suggest that there may be subtle physiological differences
between the overarching reelin and calbindin classes (Tahvildari
and Alonso, 2005; Canto and Witter, 2012a; Leitner et al.,
2016).

Similar to what has been reported for neocortical areas, EC has
been suggested to contain three main subgroups of interneurons,
parvalbumin (PV), somatostatin (SOM) and 5HT3a expressing
cells (Rudy et al., 2011; Fuchs et al., 2016; Leitner et al.,
2016). PV-positive interneurons constitute approximately half
of the interneuron population across EC, making them the
largest subgroup of interneurons in the area (Wouterlood et al.,
1995; Miettinen et al., 1996). Layer II of MEC has a large
number of PV expressing somata and heavy neuropil staining.
Layer II of LEC has comparatively weak PV staining, with
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few somata and light neuropil staining. Particularly layer IIa
appears to lack PV-positive cells (Wouterlood et al., 1995;
Fujimaru and Kosaka, 1996; Miettinen et al., 1996; Leitner
et al., 2016). In both LEC and MEC, there is a clear gradient
of PV staining, with portions close to the rhinal fissure
expressing more than ventral portions (Wouterlood et al.,
1995; Fujimaru and Kosaka, 1996; Leitner et al., 2016). A
comparable, and strikingly strong gradient has been reported in
relation to the collateral and rhinal sulcus in primates (human:
Tunon et al., 1992; monkey: Pitkanen and Amaral, 1993; for
a detailed comparative description, see Kobro-Flatmoen and
Witter, 2017).

Like PV cells in other parts of the brain (Hu et al.,
2014), those in layer II of MEC are known to display a
fast spiking physiological profile (Couey et al., 2013; Pastoll
et al., 2013; Armstrong et al., 2016; Fuchs et al., 2016;
Leitner et al., 2016). The existence of PV-positive baskets
surrounding principal cells in layer II is supported by both
histological and electrophysiological studies (Jones and Bühl,
1993; Wouterlood et al., 1995; Varga et al., 2010; Armstrong
et al., 2016; Fuchs et al., 2016). Another type of basket
cell in layer II of MEC is the CCK-expressing basket cell
(Varga et al., 2010; Armstrong et al., 2016). These cells
are less abundant than PV-expressing cells, and constitute a
subgroup of the 5HT3aR expressing interneurons (Lee et al.,
2010). Whereas CCk-positive basket cells preferentially target
calbindin-positive principal cells, single PV-positive basket
cells innervate both reelin- and calbindin-positive neurons
(Armstrong et al., 2016). Basket cells have also been described
in layer II of the LEC, but no details are available about
different types and abundance, nor how they are part of the LEC
microcircuit.

A second, common type of GABAergic interneuron that
expresses PV in layer II, also present in layer III, is the
chandelier or axo-axonic cell. Chandelier cells are characterized
by vertical aggregations of axonal boutons, called candles
which mainly make synapses on the initial axon segments
of principal cells. In MEC, both vertical and horizontal
chandelier cells are present, and in LEC the horizontal subtype
is dominant. The local axon branches of these neurons
are largely confined to layers II and III (Soriano et al.,
1993).

Immunohistochemical studies describing the distribution
of somatostatin expressing somata in EC are conflicting,
particularly with regards to distribution in superficial layers.
However, no major differences between entorhinal subdivisions
have been described (Köhler and Chan-Palay, 1983; Wouterlood
and Pothuizen, 2000). Somatostatin cells in MEC are generally
multipolar low threshold spiking neurons (Couey et al., 2013;
Fuchs et al., 2016). Available data indicate that only a small
percentage of somatostatin neurons in EC are GABAergic
(Wouterlood and Pothuizen, 2000), but our own data in
mice show that most somatostatin neurons in EC are
GABAergic (Figure 2). The last major interneuron group
in EC, the 5HT3aR cells, consist of several subgroups,
including calretinin-, VIP- and CCK-expressing cells (Lee
et al., 2010; Fuchs et al., 2016; Leitner et al., 2016). 5HT3aR
cells in layer II of MEC have diverse morphological and
physiological profiles (Canto et al., 2008; Fuchs et al.,
2016).

The regular grid pattern, typically seen in layer II of MEC has
been hypothesized to emerge from the structure of microcircuits
within layer II (Fuhs and Touretzky, 2006; McNaughton
et al., 2006; Burak and Fiete, 2009; Bonnevie et al., 2013;

FIGURE 2 | Somatostatin neurons are GAD67 positive. The left hand side main panel shows a low power image of a horizontal section obtained from a
GAD67 transgenic line expressing GFP (Tanaka et al., 2003), stained for the expression of somatostatin. The colored squares indicate the position of the high power
images shown on the right. Blue square is LEC, red square is MEC. The solid blueish staining at the edge of EC is an artifact due to overlying cerebellar tissue. On
the right hand side, high power images show the indicated areas in LEC and MEC in three different fluorescent channels from left to right: somatostatin (yellow), GFP
(cyan) and overlay of somatostatin and GFP. Scale bars equal 200 µm in the left main panel and 50 µm for the six panels on the right-hand side.
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FIGURE 3 | Local circuits in layer II of MEC. The two main principal neurons, stellate (cyan; left side) and pyramidal (magenta; right side) cells form two specific
networks. SCs are not monosynaptically connected and that seems true for PCs as well. They are disynaptically connected preferentially by way of different
interneuron subtypes, the fast-spiking PV positive basket cell in case of SCs and the 5HT3a/CCK-type in case of pyramidal neurons. The two networks are likely
interconnected by way of intermediate pyramidal neurons (light blue), and PV interneurons may also target intermediate pyramidal and SCs. See text for further
details. Abbreviations: IMSC, intermediate stellate cell; IMPC, intermediate pyramidal cell; PC, pyramidal cell; PV, parvalbumin expressing fast spiking basket cell; SC,
stellate cell; SOM, somatostatin-expressing interneuron; 5HT3a/CCK, basket cell that expresses CCK and likely belongs to larger group of interneurons that express
the 5HT3a receptor.

Couey et al., 2013). The majority of grid cells in MEC are
observed in layer II (Hafting et al., 2005; Sargolini et al., 2006),
and the anatomical correlates of grid cells likely comprise both
stellate-like and pyramidal-like cells (Domnisoru et al., 2013;
Schmidt-Hieber and Häusser, 2013; Tang et al., 2014). The
local circuit of SCs has been probed in several studies
using in vitro patch clamp recordings, and it is now well
established that individual SCs do not form monosynaptic
connections with other SCs. Communication between SCs
occurs through an intermediate inhibitory interneuron, in
a mechanism by which activation of one or more SCs
evokes disynaptic inhibitory currents in neighboring SCs.
Paired recordings have revealed strong connectivity in both
directions between SCs and fast-spiking cells and, to a
much lesser extent, between SCs and low-threshold spiking
interneurons (Couey et al., 2013; Pastoll et al., 2013; Fuchs
et al., 2016). The functional disynaptic link that illustrates
the core principle of the stellate microcircuit is mediated
by a single type of inhibitory neuron, the PV positive fast
spiking cell (Figure 3; Buetfering et al., 2014; Armstrong et al.,
2016).

The local network of PCs has been explored using similar
methods, and like the SC network, very sparse monosynaptic
connectivity was detected between PCs. These results suggest that
the general principle of disynaptic connectivity as described for
the SC network also applies to the layer II PCs. An important
distinction however is that PCs seem to communicate through
different subsets of interneurons. In contrast to SCs, PCs are not

connected, in either direction, to PV positive fast-spiking cells
or somatostatin positive low threshold spiking cells, but instead
form synaptic connections solely with the heterogeneous 5HT3A
expressing population of interneurons (Figure 3; Fuchs et al.,
2016).

Synaptic interaction between the pyramidal and SC networks
is limited, as available data points to little monosynaptic
connectivity between stellate and PCs (Couey et al., 2013;
Fuchs et al., 2016). This suggest the existence of two isolated
subcircuits within layer II of MEC, where information relayed to
the dentate gyrus by reelin positive SCs is processed separately
from information relayed by calbindin positive PCs to other
downstream areas. However, it should be kept in mind that the
networks may be coordinated through one of the intermediate
cell types, e.g., the IMPCs, which have been shown to form
synaptic connections with both pyramidal and SCs (Figure 3;
Fuchs et al., 2016).

If the local microcircuit design of layer II MEC excitatory
cells is crucial for generating grid cell firing, the absence of grid
cells in LEC predicts a different organization of the layer II
principal cell microcircuit. Given the observation that inhibition
dominates microcircuits of both pyramidal and SCs in MEC,
albeit provided by different types of interneurons, comparable
cell types in the LEC, e.g., the fan and PC, may have a
circuit structure where monosynaptic connectivity prevails. Our
preliminary data from paired recordings of fan cells indicates
that direct communication between cells of this type is present,
but not prevalent (Nilssen et al., 2015). Potential microcircuit
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differences between layer II of MEC and LEC might also reflect
different contributions from the local interneuron population.
In LEC, 5HT3aR expressing interneurons constitute the largest
interneuron group in layer II, unlike in the MEC, where PV cells
are thought to be the predominant interneuron group (Leitner
et al., 2016). This finding indicates that the inhibitory systems in
MEC and LEC layer II are dominated by different subtypes of
interneurons.

Layer III
Compared with what is known about neurons and connectivity
in layers II and V, Layer III is still largely terra incognita.
Layer III in both LEC and MEC comprises a homogenous
population of spiny excitatory pyramidal neurons that project
to CA1 and subiculum (Tahvildari and Alonso, 2005; Canto
and Witter, 2012a,b; Tang et al., 2015). Layer III neurons also
project contralaterally to the hippocampus and EC (Steward
and Scoville, 1976). About 40% of the layer III hippocampal
projecting cells in MEC send collaterals to the contralateral MEC
(Tang et al., 2015). The axons of the commissural projecting
cells in MEC apparently distribute mainly to layer III, thus
contrasting to the small percentage of commissural calbindin-
positive neurons in layer II, of which the axons preferentially
distribute in layer I of the contralateral MEC (Fuchs et al., 2016).
In addition, layer III also contains a population of non-spiny
PCs, sending axons towards the angular bundle. Collaterals
originate from the main axon close to the cell body and those
traveling towards the superficial layers distribute over the
own dendritic extent (Gloveli et al., 1997). The third principal
neuron type in layer III is formed by multipolar neurons.
These contribute to the hippocampal projections (Germroth
et al., 1989). Layer III contains a variety of interneurons,
exhibiting various morphologies, including multipolar,
pyramidal and bipolar neurons. Chemical characterization
of layer III interneurons in the MEC shows that they express
several markers including somatastatin, calbindin, vasoactive
intestinal peptide and substance-P (Köhler and Chan-Palay,
1983; Köhler et al., 1985; Gloveli et al., 1997; Wouterlood
and Pothuizen, 2000; Wouterlood et al., 2000; Kumar and
Buckmaster, 2006).

The microcircuits of layer III are only sparsely known, but
seem to be markedly different from those seen in layer II,
showing a much stronger monosynaptic principal to principal
neuron connectivity (van der Linden and Lopes da Silva, 1998;
Dhillon and Jones, 2000; Kloosterman et al., 2003; Tang et al.,
2015). Neurons in layer III are the main recipients of the local
deep-to-superficial projections, which apparently predominantly
originate fromneurons in layer Vb (see below; Kloosterman et al.,
2003; van Haeften et al., 2003). Currently, no correlations have
been reported between morphology, connectional profile and
electrophysiological in vitro and in vivo properties (Canto and
Witter, 2012a,b; Tang et al., 2015).

Layer V
As described above, layer V is commonly subdivided into
a layer Va and Vb. The superficial layer Va, adjacent to
layer IV (lamina dissecans), comprises mainly large pyramidal

neurons that are unequally distributed along the extent of
both MEC and LEC. Cells in layer Vb appear smaller, more
uniform in soma size and are more densely packed than their
counterparts in layer Va (Canto and Witter, 2012a,b; Boccara
et al., 2015).

In mice, the expression pattern of the transcription factors
Etv1 and Ctip2 provide for the differentiation between
two molecularly distinct sublayers Va and Vb, respectively.
This organization prevails across the whole mediolateral and
dorsoventral extent of EC (Ramsden et al., 2015; Surmeli
et al., 2015; Onodera et al., 2016). In both MEC and LEC,
layer Va cells are the major output neurons projecting to diverse
cortical and subcortical structures. Surprisingly, layer Vb cells
are selectively targeted by the outputs from the hippocampus,
originating in CA1 and subiculum as well as by projections
originating in layer II of EC (Figure 4; Surmeli et al., 2015;
Onodera et al., 2016). In MEC, these layer II inputs apparently
arise specifically from reelin positive MEC II SCs and not
from the calbindin positive MEC II PCs (Surmeli et al., 2015).
The latter report of axon collaterals from layer II SCs in
layer V in mice conflicts with previous reports in rats and
monkeys, that layer II SCs issue a well-developed axonal
plexus in layers I and II, but that collaterals in layer V are
sparse (Tamamaki and Nojyo, 1993; Klink and Alonso, 1997;
Buckmaster et al., 2004; Canto and Witter, 2012b). Whether
this points to species differences or a lack of sensitivity in
the older studies is not known. Irrespective of the details of
this circuit, MEC layer Vb neurons could be ideally suited
to integrate inputs from superficial MEC and hippocampus.
Own preliminary data show these network features to be true
in LEC as well, and show that layer Vb neurons in both
LEC and MEC innervate layer Va as well as layers II and III
(Onodera et al., 2016), which is in line with sparse data
indicating that neurons in layer Vb issue superficially directed
axon collaterals (Hamam et al., 2000, 2002; Canto and Witter,
2012a,b). This indicates that at least a subpopulation of layer Vb
neurons form a major component of the intrinsic deep to
superficial circuit.

Layer V is also innervated by additional cortical projections
from frontal and cingular domains (see above). Whereas
information about the postsynaptic targets of these cortical
inputs is sparse, projections from the retrosplenial cortex (RSC)
to MEC layer V target, among others, spiny pyramidal neurons
that issue axons to superficial layers (Czajkowski et al., 2013). If
the assertion is correct that in particular layer Vb neurons are the
main elements mediating this deep to superficial connection, it
is logical to conclude that retrosplenial inputs terminate onto a
subpopulation of Vb neurons (Figure 4). These data are thus in
line with own preliminary observations that neurons in layer V
receive convergent inputs from subiculum and RSC (Simonsen
et al., 2012).

Layer Vb of both MEC and LEC also contains multipolar
neurons (Hamam et al., 2000; Canto and Witter, 2012b) and
a population of GABA-negative/calretinin positive neurons
(Miettinen et al., 1997) providing additional markers for
principal cell types in the layer V network. Electrophysiologically,
PCs in layer V show regular spiking, strongly adapting
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FIGURE 4 | Schematic representation of the layer V network as part of the EC network. Layer V comprises two sublayers Va and Vb, based on the differential
expression of two transcription factors, Etv1 and Ctip 2, respectively. Layer Va neurons are the main origin of projections to cortical and subcortical structures in the
brain. Layer Vb neurons receive inputs from the hippocampus and RSC and project locally to Va and superficial layers. Superficial inputs likely form synapses onto
dendrites of principal neurons in layers II, III and V of EC. Neurons in layer II and III provide the main input to the hippocampus, which is returned to layer VB and
subsequently made available to layer Va neurons, which originate the main outbound projections of EC. Neurons in layer Vb are also the main source of back
projections to layer II and III neurons. The scheme clearly shows that we lack detailed connectional data on layer III as well as on input specificity to layer Va and Vb
neurons. Abbreviations: Re, reelin-expressing neurons; RSC, retrosplenial cortex.

physiological profiles, whereas multipolar neurons respond to
a depolarization with delayed firing and slow little adaptation
(Egorov et al., 2002b). It is currently not known if any of
these layer V cell types correlate with the electrophysiologically
defined persistent firing neurons, which can be found in
EC when muscarinic acetylcholine receptors are activated
(Egorov et al., 2002a). Finally, we currently lack a detailed
comparison of the organization of layer V in LEC and
MEC. For example, what would be the functional implication
that MEC layer Va hosts pyramidal neurons with extensive
basal dendritic trees restricted to the somatic layer, whereas
such a neuron type has not been reported in LEC (Hamam
et al., 2000, 2002; Canto and Witter, 2012a,b; Surmeli et al.,
2015).

CONCLUDING REMARKS

The comparison of main trends in extrinsic and intrinsic
connectivity patterns of MEC and LEC suggests that the
different phenotypes of both EC subdivisions likely depend
on the combinatorial effects of small differences in intrinsic
organization and substantial differences in extrinsic inputs.
Although this conclusion and the following details are mainly
based on studies in rodents, the more sparse data in non-human
and human primates seem to support a comparable organization.

To understand the functional relevance of the subtle intrinsic
differences, more data are needed, for which we likely will
depend on the emergence of even more specific genetic tools to
identify and manipulate the activity of single classes of neurons.
Eventually, detailed imaging studies in humans are expected
to contribute to an increased understanding of the functional
diversification within EC. The extrinsic input differences as
summarized above are still in overall support with the notion
that two functionally different input streams to the hippocampus
are mediated by two entorhinal domains. MEC provides
connectional routes with extensive posterior parts of the cortex,
including posterior parahippocampal, retrosplenial, parietal and
occipital networks, allowing the representation of intrinsically
generated signals about perceived and/or planned movements in
stable contexts. In contrast, LEC mediates routes to and from the
hippocampus with more anterior parahippocampal, sensory and
pre- and orbitofrontal domains, providing access to evaluated
information about the ever-changing external world. From a
functional anatomical perspective, the above provides a suitable
framework to keep adding the details needed to mechanistically
understand the role(s) of EC. The connectional scheme as
presented here (Figure 4) assumes that the functionally different
parts of EC share the network structure to mediate cortical-
hippocampal interactions in a comparable matter. Neurons in
layers II and III provide various combinations of information
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to the hippocampal circuit, and a copy of that input is made
available to neurons in layer V. The latter step might either be
monosynaptic through inputs targeting the extensive apical tufts
of some of the layer V pyramidal neurons or disynaptic through
intrinsic projections from layer II (and layer III) to layer Vb. In
view of the strict topology of the reciprocal connectivity between
EC and CA1/subiculum, it is likely that at least some of these
layer Vb neurons receive a hippocampally processed copy of that
original input information. Layer Vb neurons are in a position to
integrate those inputs with additional sets of information, and to
send the resulting representations back to layers II and III. In case
of layer Va neurons, which apparently are the origin of the main
output pathway of EC, the hippocampally processed copy might
be disynaptical, mediated through Vb neurons, and it is currently
not known whether other inputs integrate at the level of these Va
neurons. In view of their apical dendrites reaching the superficial
layers of EC, it is likely that they, like layer Vb neurons, do receive
superficially terminating inputs.

If correct, the connectional data strongly argue that
differences in cortical inputs form a main feature underlying
the phenotypic differences between LEC and MEC. However,
we have not yet included the potential differences between
LEC and MEC in local inhibitory architecture, as suggested by
the yet sparse data on layer II. One additional feature of the
proposed scheme needs to be discussed. The overarching strict
reciprocal topology of the entorhinal-CA1-subicular network
predicts that inbound information will be reciprocated with
outbound information. It is exactly this last prediction, which
is not supported by data. Admittedly, the available data are
sparse, but the data obtained in the few studies in which this
input-output dogma was addressed point to another direction.
In one study in the cat, EEG recordings in freely behaving
animals indicated a functional separation between LEC and
MEC, where LEC is coupled to the olfactory domain, whereas
MEC is coupled to the hippocampus (Boeijinga and Lopes da
Silva, 1988). In more elaborate studies using the isolated guinea
pig ex vivo brain preparation, olfactory stimulation resulted in a

sequential activation in LEC, hippocampus and MEC, followed
by LEC (Biella and de Curtis, 2000). These sparse data seem to
indicate that hippocampal output, resulting from olfactory input,
is preferentially distributed back to MEC, not to LEC. To our
knowledge, this output pathway specificity has not been explored
and thus presents us with a, yet underexplored, challenge, which
might very well be open to imaging studies in the human.
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aims for. In this paper, we intend to define some basic 
requirements that need to be met before the question as 
such becomes tangible. For example, in order to compare, 
we need to define what to compare, and at which level of 
biological classification. Regarding the first, we will start 
with a definition of what to consider as hippocampus in 
the context of this paper, its divisions, and the possible 
relevant circuitry levels. As will become clear, decisions 
about definitions as well as about the level of biological 
classification, species, family, and order are strongly de-
pendent on the available data. We will, therefore, use a 
pragmatic approach, restricting ourselves to available 
data relevant to the narrative of this paper. In this paper, 
we also aim to complement an accompanying paper [But-
ler, 2017] by emphasizing connectivity patterns as a tool 
to propose potential homology in the hippocampus. 

  Definition of the Hippocampus and Its Subdivisions 

 The first mentioning of the hippocampus in the mam-
malian brain can likely be found in the work of a pupil of 
the 16th century anatomist Vesalius, named Arantius 
[Lewis, 1923]. The first part of the term refers to part of 
the formation in mammals resembling a horse’s head and 
the second part refers to the caterpillar, or “silkworm” ap-
pearance of the tail (for further details, see Butler [2017]). 
One of the first detailed and comparative studies on the 
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structure and connectivity of the hippocampus is by 
Ramón y Cajal, published around the turn of the 19th 
century [Ramón y Cajal, 1893, 1911], followed by influ-
ential descriptions of the anatomy and connectivity of the 
main subdivisions of the hippocampus by his student Lo-
rente de Nó [1933, 1934] and subsequent detailed studies 
from the 1960s and 1970s (for details, see Witter et al. 
[1989]). The typical hippocampus in mammals includes 
the dentate gyrus, the cornu ammonis (CA) fields CA1, 
CA2, and CA3, or hippocampus proper, and the subicu-
lum. Although several authors have described an area 
CA4, we will not use this in the present paper and con-
sider this part of area CA3. The hippocampus is a three-
layered cortex, consisting of the molecular layer, directly 
deep to the pia, a cellular layer, and, deep to the latter, a 
polymorph layer. The superficial layer contains very few, 
mainly inhibitory neurons, and the polymorph layer has 
on average a larger number of neurons than the molecu-
lar layer. The neurons in the polymorph layer are either 
excitatory or inhibitory [van Strien et al., 2009]. 

  Depending on the definition used, the entorhinal cor-
tex (EC) is part of the hippocampus or part of the para-
hippocampal region. Here, we will take the perforant 
pathway, originating as the main cortical input from the 
EC to the hippocampus as belonging to the defining fea-
tures of the main circuitry of the hippocampus (see also 
the next section). This is in line with the emphasis on the 
entorhinal-hippocampal connections, as mentioned by 
Ramón y Cajal [1902] already, based on his own work and 
referring to previously published data. In his seminal pa-
per on the EC [Ramón y Cajal, 1902], he stated twice that 
the connections between the EC and the hippocampal 
formation are so conspicuous that they necessarily imply 
the functional solidarity of both centers. We will, how-
ever, not deal extensively with the comparative aspects of 
the EC in this paper (for more details, see Medina et al. 
[2017]). 

  The hippocampus is a key component of an ensemble 
of brain structures that became known as the limbic sys-
tem. The term limbic is derived from an anatomical de-
scription by Thomas Willis [1664], who referred to the 
brain area that surrounds the brain stem as the limbus. 
Subsequently, Broca referred to the cortical fringe of
the hemisphere, including the subcallosal, cingulate, and 
parahippocampal gyri as well as the underlying hippo-
campal formation, as “le grand lobe limbique” [Broca, 
1878]. Although this designation was purely anatomical, 
Broca suggested that these limbic structures might con-
stitute a functional entity. Much later, Papez [1937] pos-
tulated the presence of a closed circuit that would play an 

important role in the elaboration and the expression of 
emotions. This “Papez circuit” comprises a sequence of 
interconnected structures, i.e., the hippocampus projects 
by way of the fornix to the mammillary bodies which con-
nect by way of the mammillothalamic tract to the ante-
rior nuclei of the thalamus; from here, the cingulate cor-
tex is reached, which through the ventral continuation of 
the cingular bundle is connected with areas in the para-
hippocampal region, including the EC, projecting back 
into the hippocampus. In 1952, MacLean [1952] coined 
the term “limbic system” suggesting that these structures, 
including the amygdaloid complex, represented the “vis-
ceral brain.” 

  It was the seminal publication by Scoville and Milner 
[1957] that made the scientific community aware of the 
potentially important role of the hippocampus in episod-
ic memory. In that paper, it was reported that bilateral 
removal of structures in the medial temporal lobe, includ-
ing substantial parts of the hippocampus, the parahippo-
campal domain, and the amygdala, resulted in profound 
anterograde amnesia [Annese et al., 2014; Augustinack et 
al., 2014]. The implication of the hippocampus in mem-
ory processes boosted interest in its anatomical and func-
tional organization. Major breakthrough findings, such 
as the discovery of long-term potentiation [Bliss and 
Lomo, 1973] as a potential synaptic mechanism for the 
formation and storage of memories, the discovery of 
place cells in the hippocampus [O’Keefe and Dostrovsky, 
1971], and the subsequent influential theoretical descrip-
tion of the hippocampus as a cognitive map [O’Keefe and 
Nadel, 1978], strongly led the field into a focal research 
effort to unravel the mysteries of hippocampal circuits 
and functions. Interestingly, the idea of the hippocampus 
as part of a more elaborate network of limbic structures 
has started to make its comeback in recent years [Aggle-
ton, 2014; Aggleton and Christiansen, 2015].

  Standard Connectivity of the Hippocampus 

 The connectivity of the hippocampus known in that 
groundbreaking era was guided by two well-established 
conventions. First, the main fiber connection of the hip-
pocampus was formed by the fornix, providing the out-
put and input pathway of the hippocampus with subcor-
tical structures like the septal complex and the mammil-
lary bodies. Second, the EC provided the point of entry of 
cortical inputs to the hippocampus. This projection was 
initially referred to as the direct perforating spheno- or 
temporo-ammonic pathway by Ramón y Cajal [1893, 
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1902, 1911] as one of a tripartite connection system, col-
lectively referred to as the temporo-ammonic pathway 
(for more details, see Stephan [1975]). The designation 
“direct perforating” referred to the massive entorhinal fi-
ber bundles perforating the subiculum on their direct 
course into the hippocampus. This pathway became later 
known as the perforant pathway [Lorente de Nó, 1934]. 
An additional temporo-alvear tract was described as well, 
with fibers travelling from the EC through the alveus of 
the hippocampus into the CA fields. The third compo-
nent, referred to as the angular pathway, carries mainly 
but not exclusively commissural fibers. As indicated by 
the name, in this early description, emphasis was on the 
projections to the CA fields, although projections to the 
dentate gyrus were included as part of the direct perforat-
ing temporo-ammonic/perforant pathway. In a detailed 
anterograde tracing description of the entorhinal-hippo-
campal connectivity in the rat in the mid-1970s [Steward, 
1976], the projections to the dentate received more em-
phasis. The latter author referred to this projection as the 
temporo-dentate pathway, contrasting it with the tempo-
ro-ammonic pathway reaching the CA fields and the su-
biculum. Together with the knowledge about intrinsic 
hippocampal pathways, this led to the attractive concept 
of the so-called trisynaptic pathway as the blueprint cir-
cuit characterizing the hippocampus [Andersen et al., 
1969; but see Amaral and Witter, 1989]. Over years, this 
also resulted in confusing changes in nomenclature such 
that the temporo-dentate pathway became erroneously 
referred to as the perforant pathway by many authors, 
since it perforated the hippocampal fissure on its way to 
the dentate gyrus, and the usage of temporo-ammonic 
pathway became restricted to the entorhinal projections 
to CA1. The trisynaptic circuit thus encompassed (1) the 
entorhinal, perforant pathway synapse on the dendrites 
of dentate granule cells, which in turn originate (2) the 
mossy fiber projection, synapsing onto the complex 
spines of the CA3 pyramidal cells. The latter originate not 
only the intrinsic auto-associative projections in CA3, but 
also (3) the Schaffer collateral projection, forming the 
third synapse on CA1 pyramidal neurons ( Fig. 1 a). In that 
concept, the projections from the EC to the CA fields be-
came essentially ignored, and it was only in the late 1980s/
early 1990s that they were “rediscovered” [Witter et al., 
1988; Amaral and Witter, 1989; Yeckel and Berger, 1990] 
while the projections to the subiculum, also already men-
tioned by Ramón y Cajal, were introduced on the scene 
again [Witter and Groenewegen, 1990; Witter et al., 
1992]. Since then, the projection to CA1 is referred to as 
the temporo-ammonic pathway by some, and by others 

as the direct EC to CA1 projection, forming one compo-
nent of the perforant pathway. Within the context of the 
present comparative study, this vague nomenclature be-
comes a problem, since searching for the perforant path 
in a nonmammalian animal might become an issue, de-
pending on how this pathway is defined. It is, therefore, 
appropriate to redefine the entorhinal-hippocampal pro-
jections, also because we now know that neurons in layer 
II are the main source of the entorhinal projections to the 
dentate gyrus and fields CA2 and CA3, and neurons in 
layer III give rise to the entorhinal projections to CA1 and 
subiculum (note that a small number of neurons in deep-
er entorhinal layers contribute to both projections). For 
the present paper, we, therefore, propose to differentiate 
between the EC layer II projection and the EC layer III 
projection. It has been shown that single layer II cells 
project to the dentate gyrus and CA2/CA3 [Tamamaki 
and Nojyo, 1993], but whether this is true for the layer III 
projection to CA1 and subiculum is as yet unclear.

  Considering the fornix as the main if not sole hippo-
campal output pathway triggered a wave of experimental 
studies in which fornix lesions were considered as a con-
venient experimental model for the more complex hip-
pocampal lesions. Although attractive, results from these 
studies rapidly pointed to a serious conceptual problem 
in that fornix lesions did not reliably mimic the profound 
amnesic syndrome seen after complete hippocampal le-
sions. In addition, the amnesic syndrome seen in a patient 
was characterized as anterograde amnesia, since memo-
ries from before the surgery seemed more or less intact, 
indicating that the actual memory storage had to be some-
where else in the brain, most likely in the cortex [Squire 
and Wixted, 2011]. Since the fornix does not provide an 
output pathway to the cortex, an emerging challenge was 
to find the potential pathway mediating memory storage 
in the cortex. This challenge was resolved by an insightful 
study in the rhesus monkey, published in a series of three 
papers showing that the subiculum projected to deep lay-
ers of the EC, which in turn contain neurons that are the 
origin of direct or indirect widespread projections to 
higher-order cortical areas [Van Hoesen and Pandya, 
1975a, b; Van Hoesen et al., 1975; Rosene and Van Hoe-
sen, 1977]. These findings were shortly after corroborated 
and extended in an extensive series of publications in the 
cat [Witter and Groenewegen, 1986], guinea pig [So-
rensen, 1985], and rat [Kosel et al., 1982; Swanson and 
Kohler, 1986; Insausti et al., 1997]. These and subsequent 
studies painted the current more complex connectional 
diagram of the corticohippocampal system ( Fig. 1 b) [van 
Strien et al., 2009]. 
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  In our quest to find defining connections as arguments 
to establish homologies, we should, however, not ignore 
the massive fornix projection targeting a variety of basal 
forebrain and hypothalamic structures, including the lat-
eral septum and to a lesser extent the medial septum, the 
nucleus accumbens, and several hypothalamic domains, 
with the mammillary bodies likely receiving the densest 
innervation [Kishi et al., 2000; Witter, 2006]. It is now 
well established that these pathways and the intercon-
nected structures all play roles in higher-order cognitive 
functions [Aggleton et al., 2000], but manipulations re-
sult in dysfunctions dissimilar to those seen after damage 
to the corticohippocampal system. Clinically, the human 
syndrome of diencephalic amnesia is the closest to me-
dial temporal lobe amnesia, and there is general agree-
ment that all diencephalic patients share damage to the 
mammillothalamic tract [Van der Werf et al., 2003a, b; 
Aggleton et al., 2010]. A complete understanding of these 
complexities await further details about the connectivity 
and functional interactions of all structures involved.

  Is the Characteristic Hippocampal Circuit Really 
Trisynaptic? 

 Aiming for solid features to embark on a comparative 
analysis, it is important to agree on what we are looking 
for to argue what in the nonmammalian brain might be 
the hippocampus. We could look for morphology, chem-
ical or genetic identity of neurons, developmental origin, 

or aspects of circuitry. Focusing on the latter, in view of 
the above section on connectivity, is it the trisynaptic cir-
cuit that we should be looking for in nonmammalian spe-
cies? In recent years, an alternative view has been pro-
posed, which puts emphasis on the EC layer III projection 
and the marked reciprocating projections from CA1 and 
the subiculum. Reciprocity is a common feature of corti-
cal connectivity, and the EC layer II projection is a clear 
exception to that common pattern in that neither the den-
tate gyrus nor CA3 seems to originate reciprocating pro-
jections to EC [van Strien et al., 2009]. So, it could be ar-
gued that searching for a canonical trisynaptic pathway 
might not be the best comparative approach. This line of 
thinking is supported by the suggestion that the dentate 
gyrus is unique to mammals [Striedter, 2016]. In this 
view, the medial cortex in reptiles and amphibians repre-
sents the pyramidal hippocampal layer, i.e., the CA fields, 
and no dentate granular cells are present. Per this sce-
nario, the evolutionarily preserved circuit thus includes 
the pyramidal cells of the hippocampus, receiving cortical 
inputs from more lateral parts of the cortex, in turn send-
ing output to the lateral cortex, and, via the fornix, to sep-
tum and hypothalamus. 

  The morphological definition of dentate granule cells 
as globular cells without basal dendrites is, however, am-
biguous. In some mammalian species, such as postnatal 
rats, but also in adult monkeys and humans, dentate gran-
ular cells come in different forms, some being less globu-
lar, occasionally having basal dendrites, such they have 
some resemblance to pyramidal neurons [Treves et al., 

a b

. .

  Fig. 1.  Schematic representation of main hippocampal connectivity.  a  The traditional trisynaptic pathway com-
prising the entorhinal-dentate perforant path synapse, the dentate gyrus (DG)-cornu ammonis CA3 mossy fiber 
synapse, and the CA3-CA1 Schaffer synapse. Also indicated are the strong intrinsic CA3 auto-associational con-
nections.  b  A more elaborate connectional diagram including the parallel entorhinal cortex (EC) layer II and III 
projections, as well as incorporating the subiculum and CA1 and subicular projections to the EC. 
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2008]. A better criterion might be that in the common-
ly studied mammals, the dentate granule cells give rise
to a morphologically characteristic axon, the mossy fi-
ber, showing complex, moss-like multisynaptic terminal 
complexes with equally complex spine structures on the 
target pyramidal neurons [Treves et al., 2008]. The mossy 
fiber projection also expresses high levels of zinc, as tra-
ditionally stained in several species with the Timm stain 
[Treves et al., 2008]. 

  If the dentate gyrus is a mammalian addition, this rais-
es the question what to do with the two components of 
the entorhinal inputs, the layer II versus layer III system. 
Since the layer II system projects to CA2 and CA3 as well 
as the dentate gyrus, would we expect that a similar divi-
sion is already present in nonmammals? Alternatively, is 
the layer II projection an addition like the dentate gyrus, 
which subsequently expanded to also innervate adjacent 
pyramidals of CA fields? Assuming the latter, did this oc-
cur parallel to the dentate mossy fiber projection inner-
vating CA3 and CA2 [Kohara et al., 2014; Haussler et al., 
2016]?

  Another recent hypothesis postulates that the dentate 
as such is not new, but that the folding of dentate, result-
ing in the hippocampal fissure and the discontinuity be-
tween dentate gyrus and CA fields, is the characteristic 
feature of the mammalian brain [Hevner, 2016]. Attrac-
tive as this may seem, this concept seems to pass over the 
fact that in all mammals studied, there are parts of the 
hippocampus that do not show these particular features. 
A good example can be found in the brain of marsupials, 
such as the opossum ( Fig. 2 ). Whereas at more posterior 
levels ( Fig. 2 a2, 3), the hippocampus indeed comprises a 
folded dentate gyrus and a separated CA field emerging 
close to the hilar region of the dentate, at more anterior 
levels ( Fig. 2 a1), the two structures become aligned such 
as to show a striking similarity to what is found in some 
reptilian species [Striedter, 2016; Butler, 2017]. A similar 
arrangement has been described in monotremes, such as 
Echidna [Hassiotis et al., 2004]. However, also in placen-
tal mammals, such a nondifferentiated hippocampal-like 
structure is present, called the taenia tecta ( Fig. 2 b) and 
the supracallosal indusium griseum [Stephan, 1975; Tre-
ves et al., 2008].

  Subdivisions and Standard Connectivity Compared 

 The cortex of reptiles comes in different flavors, one 
main group, including lizards and snakes, presenting a 
marked three-layered cortex, while the others come with 

variable changes in that pattern from a less laminated 
version, generally seen in turtles to the one in crocodiles, 
that comes closer to the totally nonlaminated version 
seen in birds [Striedter, 2016]. In lizards, the medial part 
of the cortical sheet is commonly divided into three do-
mains, a small-celled medial domain, a large-celled me-
diodorsal domain, continuing into the dorsal cortex, 
which is bordered in turn by the lateral cortex. The small-
celled medial domain contains several morphologically 
different cell types, some of which give rise to a zinc-pos-
itive mossy fiber-like projection to the adjacent large-
celled mediodorsal and dorsal domains, indicative for a 
dentate homologue. Zinc-positive terminals have also 
been reported on neurons in the polymorph layer of the 
small-celled portion. The targets are large neurons look-
ing similar to hilar mossy cells described in the mamma-
lian hippocampus [Treves et al., 2008]. These observa-
tions seem to indicate that, at least in some reptiles, a 
dentate-like structure is present, not well differentiated 
from the adjacent cortex which could be considered to 
represent an as yet not differentiated representation of 
the CA component described in mammals. From a mor-
phological point of view, the resemblance between the 
small- and large-celled parts of the lizard cortex to what 
has been described for the taenia tecta and indusium
griseum in rodents is striking, including a zinc-positive 
projection system that has been described in mice [Ada-
mek et al., 1984; Laplante et al., 2013]. These authors con-
clude that the indusium griseum and potentially also the 
taenia tecta might be phylogenetically old representa-
tions of the hippocampus. However, studies in the Mad-
agascan hedgehog tenrec led to the conclusion that the 
indusium griseum, again showing a zinc-positive projec-
tion, might be correlated with lizard medial cortex, but 
that it is incorrectly considered a hippocampal homo-
logue [Kunzle, 2004]. One would hope that more de-
tailed functional studies on the lizard brain as well as on 
the taenia tecta and indusium griseum in mammals 
might clarify the validity of these claims.

  Alternative Subdivisions of the Hippocampus 

 Alternative ways to divide the hippocampus have been 
proposed, contrasting to the trisynaptic and EC layer II 
versus layer III partitions. Among the most prominent 
ones are a functional differentiation along the longitudi-
nal axis, and a functional differentiation represented by 
two parallel cortical input/output systems, mediated by 
different components of the EC.
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a

b

  Fig. 2.  Presence of an unfolded dentate gy-
rus in nonplacental and placental species.
 a  Series of coronal sections from rostral (1) 
to caudal (3) through the brain of the mar-
supial opossum. At most anterior levels (1), 
the hippocampus/dentate gyrus exhibits a 
nonfolded appearance, comparable to the 
medial cortex in reptiles.  b  In rodents, such 
as the rat, a comparable nonfolded struc-
ture, called the taenia tecta, can be found at 
levels ventral to the genu of the corpus cal-
losum. 
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  The Hippocampal Long Axis 
 Based on a large body of connectional and functional 

data in rodents, carnivores, and primates, a dominant 
view has been that the dorsal (or posterior) hippocampus 
is implicated in memory and spatial navigation, and the 
ventral (or anterior) hippocampus mediates emotional, 
anxiety, and stress-related behaviors. Interestingly, such 
a functional differentiation might exist in the avian hip-
pocampus as well [Smulders, 2017]. The border between 
the two domains in the mammalian hippocampus has not 
been well established, and some authors have suggested 
dividing the hippocampus into three components, in-
serting an intermediate domain. Gene expression studies 
demonstrate multiple domains along the hippocampal 
long axis, which often exhibit sharply demarcated bor-
ders. Together these data suggest a model in which long-
axis gradients are superimposed on discrete connection-
ally and genetically defined domains, resulting in at least 
three functionally different domains [Strange et al., 2014; 
Maass et al., 2015; Navarro Schroder et al., 2015]. 

  A striking example of functional differences along the 
long axis has been reported with respect to the represen-
tation of space through the firing properties of place cells, 
found in all of the CA divisions [O’Keefe and Dostrov-
sky, 1971; O’Keefe, 1976; Lu et al., 2015], but also to a 
lesser extent in dentate gyrus and the subiculum. The 
most detailed analysis has been carried out in CA1 and 
CA3, showing that the size of a place field is related to the 
position of the place cells along the long axis. Place cells 
in the dorsal hippocampus have the smallest place fields, 
and, at more ventral levels, the sizes increase gradually 
[Kjelstrup et al., 2008]. Place field size can be interpreted 
as a measure of spatial scale, indicating that environ-
ments might be represented at different spatial resolu-
tions along the long axis of the hippocampal formation. 
Recent functional MRI findings in humans support such 
a difference in representational resolution along the hip-
pocampal long axis [Evensmoen et al., 2013, 2015]. These 
findings, when combined with the comparative data 
summarized above, lead to a clear prediction about a pos-
sible spatial code in, for example, the medial and dorsal 
cortex of the lizard. In case place cells were to be found 
in this cortical domain, they will show a gradient such 
that spatial representation anteriorly is more fine grained 
than at more posterior levels. This might result in func-
tional differences in the medial cortex, as suggested pre-
viously [Hoogland et al., 1994]. This prediction will hold 
irrespective of whether the lizard medial cortex compris-
es a dentate gyrus and an EC layer II input system or not, 
since place fields in rodents are independent of the EC 

layer II-dentate-CA3 system [Brun et al., 2002]. Instead, 
they depend on the EC layer III system, more in particu-
lar the component that arises from the more posterome-
dial part of the EC [Brun et al., 2008]. Moreover, this 
input plays a role in long-term spatial memory [Re-
mondes and Schuman, 2004].

  Parallel Cortical Pathways 
 The second differentiation is strongly based on obser-

vations that the more posteromedial part of the EC, gen-
erally referred to as the medial EC (MEC), has been shown 
to be functionally and connectionally different from the 
anterolateral part, the so-called lateral EC (LEC). Firing 
of neurons in the MEC represents spatial, directional
and speed information [Fyhn et al., 2004; Sargolini et al., 
2006; Solstad et al., 2008; Kropff et al., 2015]. In contrast, 
recordings in LEC have not indicated the presence of pure 
spatially modulated neurons; rather the firing of neurons 
in LEC seems to reflect the presence of objects in context 
[Tsao et al., 2013; Knierim et al., 2014]. Although the 
causes for these striking functional differences are as yet 
not fully understood, it is likely that different connection-
al streams into MEC and LEC, strongly involving differ-
ent connectivity patterns from adjacent parts of the para-
hippocampal regions such as the postrhinal/parahippo-
campal cortex and perirhinal cortex, are key determinants 
of this difference [Witter et al., 2000; Eichenbaum et al., 
2012; Ranganath and Ritchey, 2012]. Interestingly, the 
projections of the two entorhinal domains to area CA1 
and the subiculum in all mammalian species studied, in-
cluding nonprimates and primates, are topographically 
organized along the transverse axis of both fields [Witter 
and Amaral, 1991; Witter et al., 2000; van Strien et al., 
2009]. Recent connectional MRI studies in humans have 
pointed to a similar connectional bipartite system sep-
arating anterolateral from posteromedial EC, showing 
clear differences with respect to connectivity measures in 
the hippocampus, resembling those reported in rodents 
[Maass et al., 2015]. This thus indicates that functionally 
different types of input may be mapped onto different 
hippocampal domains along the transverse axis, a predic-
tion that was shown to be correct in CA1 in rats with re-
spect to spatial information carried by firing properties of 
neurons [Henriksen et al., 2010]. It remains to be estab-
lished whether comparable functional differences exist in 
other clades, but recent gene expression patterns during 
embryological development indicate that in birds and liz-
ards, LEC and MEC might be identifiable [Abellan et al., 
2014; Medina et al., 2017]. Whether these different ento-
rhinal domains in birds and lizards show connectional 
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differences, comparable to those seen in mammals, is 
open to further study. It is of interest that in the lizard 
 Gekko gecko , two connectional pathways have been de-
scribed originating from lateral and medial portions, 
though only the lateral portion seems to project to the 
small- and large-celled medial cortex [Hoogland and 
Vermeulen-Vanderzee, 1995].

  Concluding Remarks 

 For all mammalian species where we have connection-
al and functional data, it is apparent that the hippocam-
pus receives its main cortical inputs from the EC, orga-
nized in a 2 × 2 matrix of origin, consisting of EC layer II 
and III projections on one axis, and the LEC and MEC on 
the other. This matrix of connections seems well con-
served. With respect to reptiles, most data on the poten-
tial homologous areas in the medial and lateral cortex are 
restricted to a few species of lizards, and although geneti-
cally defined LEC and MEC might exist, data on the con-

nectivity of these recently identified areas are sparse if not 
missing. In birds, the situation is even less clear although, 
at least in the chicken, comparable entorhinal areas have 
been identified.
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orientation-independent reference frame10. 
Although the term allocentric was applied to 
place cell representations, O’Keefe recognized 
early on that these representations may rely 
“on the fact that information about changes 
in position and direction in space could be 
calculated from the animal’s movements.”10 
Yet it was not until the discovery of head 
direction cells in the 1980s5–7 and the realiza-
tion that these cells were indeed performing 
integration of head angular velocity18 that the 
concept emerged, in the 1990s, that the entire 
hippocampal formation might be using an 
idiothetic reference frame—or path integra-
tion—as a basis for its coordinate system19. 
The possibility of a path-integration mecha-
nism outside the hippocampus proper3,20,21 
was reinforced at this time by studies showing 
that, unlike place cells, spatially modulated 
cells in the entorhinal cortex and subiculum 
had environment-independent spatial firing 
patterns22,23. Today it is generally recognized 
that path integration plays a fundamental role 
in spatial coding in the hippocampal forma-
tion, although there continues to be contro-
versy as to whether path integration is the 
primary determinant of place cell and grid 
cell firing or whether it plays an equal or sub-
ordinate role to the integration of information 
from external stimuli24–26.

Finally, a discussion of model shifts would 
not be complete without some realization of 
the role that technology has played (Fig. 4). 

represent quantum jumps in our understand-
ing that there is a system in the brain that has 
evolved to produce a representation manifold 
that can be linked to position (grid cells), an 
inertial compass (head direction cells), and 
a system for mapping external features and 
events onto internal and, at least locally, met-
ric coordinates (place cells). In broad terms, 
these components and their interactions were 
predicted by O’Keefe in 1976 (ref. 10).

Also key to the emergence of a model 
for spatial representation was a gradual 
 understanding of the role played by different 
spatial reference frames and their interactions. 
Space can be represented in three reference 
frames: egocentric (defined in relation to a 
body part axis), allocentric (based on spatial 
relationships to or among external features), 
and inertial or idiothetic (relative location and 
orientation based on direction and distance 
moved from an arbitrary reference point). 
Navigation in an idiothetic reference frame is 
often referred to as ‘path integration’, a process 
by which animals use self-motion cues (such 
as motor efference, optical flow, and vestibular 
information) to keep track of their own loca-
tion relative to a starting point11–14. Decades 
of investigation have shown that egocentric 
space is not represented primarily in the hip-
pocampal formation but rather in parietal 
cortex and associated regions15–17. O’Keefe’s 
studies showed from the outset that, instead, 
place cells encode an animal’s location in an 

Although the study of the cellular and circuit 
mechanisms of spatial representation in the 
brain today is centered on the hippocampal 
and parahippocampal formation, the study of 
spatial coding did not begin there, but rather 
began with the parietal cortex, in the form of 
early observations on patients with parietal 
damage1,2; in many respects, one takes a risk 
in attempting to limit the discussion to the 
hippocampal formation3. Nevertheless, in 
studies of spatial coding, some of the most 
‘paradigm-shifting’ discoveries and ideas 
have come from recordings within the greater 
network of the hippocampal formation, par-
ticularly the dorsal parts of hippocampus, 
entorhinal cortex, presubiculum, and parasu-
biculum, where cells exhibit place-dependent 
activity independently of the animal’s behav-
ior or the task that it is performing (Fig. 1). 
Key among these insights were the discover-
ies of place cells (Fig. 2)4, head direction cells 
(Fig. 3)5–7, and grid cells8,9, each of which 

Spatial representation in the hippocampal 
formation: a history
Edvard I Moser, May-Britt Moser & Bruce L McNaughton

Since the first place cell was recorded and the cognitive-map theory was subsequently formulated, investigation 
of spatial representation in the hippocampal formation has evolved in stages. Early studies sought to verify the 
spatial nature of place cell activity and determine its sensory origin. A new epoch started with the discovery of 
head direction cells and the realization of the importance of angular and linear movement-integration in generating 
spatial maps. A third epoch began when investigators turned their attention to the entorhinal cortex, which led to the 
discovery of grid cells and border cells. This review will show how ideas about integration of self-motion cues have 
shaped our understanding of spatial representation in hippocampal–entorhinal systems from the 1970s until today. 
It is now possible to investigate how specialized cell types of these systems work together, and spatial mapping may 
become one of the first cognitive functions to be understood in mechanistic detail.
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to path integration, we are forced to leave out 
contributions and research directions that 
have contributed critically to the broader 
understanding of place cells and hippocam-
pal systems function, beyond the representa-
tion of self-location. First of all, the more than 
four decades of hippocampal spatial mapping 
studies have developed alongside an equally 
productive line of investigations, using a 
variety of methodological approaches, into 
the basis of memory in the same brain sys-
tem3,41–47. The focus of this review is on the 
coding of space, but, as we will acknowledge, 
this does not rule out a broader participation 
of hippocampal neurons and place cells in 
representation of experience48–50. In shying 
away from the memory functions of the hip-
pocampus, we shall also pass over the vast 
and growing literature on how replay and pre-
play of firing sequences may enable consoli-
dation and storage of hippocampal memory 
through interactions with neocortical neural 
networks51–54, and we shall not discuss the 
important but separate question of whether 
or how place cells are used for goal-directed 
navigation and route planning55–59. We have 
also left out dozens of pioneering studies of 
temporal coding and network oscillations, 
including theta rhythms, that have shaped 
our current understanding of hippocam-
pal function beyond the representation of 
space49,60–62. Finally, this review is dominated 
by work in rats and mice, reflecting the use 
of freely moving rodents as subjects in nearly 
all studies of spatially modulated cells in the 
hippocampal formation (see Box 1 for exten-
sions to the primate brain).

The origin of the spatial signal
In 1971, O’Keefe and Dostrovsky observed 
that neurons in the rat hippocampus had 
what appeared to be spatial receptive fields4 
(Fig. 2a,b). In their 1971 paper, the number 
of place cells and evidence for localized firing 
was limited, but much more substantial data 
were presented by O’Keefe in 1976 (ref. 10). 
By this time, after thorough study of hippo-
campal activity in unrestrained rats29, Ranck 
had also seen place cells63. The O’Keefe paper 
showed that place cells fired whenever the rat 
was in a certain location in the local environ-
ment. Different cells had different place fields, 
such that at all locations investigated in the 
hippocampus, the animal’s location could, in 
principle, be inferred from the joint activity of 
a fairly small sample of neurons10 (for direct 
demonstration, see ref. 33 and Fig. 4c,d). Based 
on this observation and inspired by Tolman’s 
proposal that navigation is guided by internal 
cognitive maps64, O’Keefe and Nadel65 sug-
gested that place cells are the basic element 

understanding of spatial coding in the hip-
pocampal formation. This task is daunting 
for several reasons, not the least of which is 
that the number of important experimen-
tal and theoretical contributions has risen 
(and continues to rise) almost exponentially 
since 1971, when O’Keefe and Dostrovsky, 
after recording in freely behaving rats from 
what today would be considered a very small 
sample of CA1 units, made the bold claim 
that the hippocampus might construct a 
spatial map4 (Fig. 2). Length restrictions 
have forced us to focus the review on one 
particular set of ideas that has inspired the 
investigation of hippocampal representa-
tions of space almost since the beginning of 
studies of place cells, namely that spatially 
localized firing to a large extent reflects the 
dynamic integration of self-motion—or path 
integration—as animals move around in the 
environment. We shall demonstrate how 
the idea of a  path-integration input explains 
many fundamental properties of place cells 
and how this, in turn, led investigators in the 
single-cell recording field to identify a path-
integration-dependent neural system consist-
ing of multiple functionally specialized cell 
types in the parahippocampal cortices.

We shall demonstrate that path integra-
tion appears as a leitmotif that follows the 
history of spatial representation in the hip-
pocampal formation across generations of 
investigators. Yet by directing our spotlight 

Key technical advances have been the shift 
from recording single cells in restrained, 
usually anesthetized, animals to recording 
in freely behaving ones4,27–29; the devel-
opment of quantitative video-tracking 
methods for rodents during hippocampal 
recording experiments30,31; the invention 
of stereo (tetrode) recording32 (Fig. 4a) and 
its extension to large neuronal ensembles33 
(Fig. 4b–d); the development of microma-
chined silicon electrode arrays34; new cell-
type-specific optical and chemical methods 
for stimulation35–37; and, most recently, the 
development of large-scale Ca2+ cellular 
imaging in both freely moving animals38 and 
in restrained animals locomoting in virtual 
reality environments39,40. The importance of 
recording from substantial numbers of cells 
in interpreting coding dynamics for the hip-
pocampus or any other neural system cannot 
be overemphasized. Apart from the obvious 
computational and statistical analysis power 
enabled by collecting data from large num-
bers of simultaneously active neurons, it is 
clear that many results that we now under-
stand as across-trial variations in popula-
tion dynamics may have been  attributed to 
 differences in single neuron classes in early 
single-neuron recording studies.

We have taken on the task of trying to 
present, in a relatively small space, an his-
torical overview of some of the paradigm-
shifting developments that led to our current 
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1948
Tolman publishes ‘Cognitive
maps in rats and men’64

Discovery of
remapping71,100–102

Population analysis of
spatial coding33

Path integration-based
two-dimensional network
models for position
coding19–21,90

Sharp spatial tuning in
dorsomedial entorhinal
cortex8

Discovery of grid × head
direction cells187

Grid cells as a coherent
network145

Discovery of entorhinal
speed cells166

Discovery of place cells4

Theory of spatial mapping:
The Hippocampus as a
Cognitive Map65

Discovery of head direction
cells5–7
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precession247

Head direction cells as a
single coherent network77

Ring attractor model for
head direction coding232–234
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cells165,190–193

Discovery of grid modules154

Figure 1  Selection of historical milestones in the study of spatial coding in the hippocampal formation.
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frame defined by a reward box that moved 
relative to the laboratory reference frame and 
the lab reference frame itself73,74; the location 
and orientation of place fields followed the rat 
when the rat was rotated independently of the 
environment75,76; place cells and head direc-
tion cells exhibited coordinated drift error 
in a cylindrical environment77,78; the size of 
place fields was almost completely indepen-
dent of local cue density, spatial frequency, or 

external cues and rotated to maintain regis-
tration with them when the cues were rotated 
between sessions68,71.

The foregoing studies were soon fol-
lowed by a number of observations that cast 
further doubt on the external sensory origin 
of place fields: most place fields had asym-
metric firing fields in an environment with a 
symmetric cue configuration72; place fields 
could dynamically shift between a reference 

of a distributed allocentric cognitive map of 
the animal’s environment (Fig. 2c). The spa-
tial relations between landmarks provided by 
this map were thought to enable animals to 
find their way independently of local view or 
movement trajectories, using what O’Keefe and 
Nadel called a locale strategy. This contrasted 
with route strategies, which do not take into 
account the relationship between landmarks. 
The latter strategies included a spectrum of 
routines from simple beacon navigation to 
more complex action sequences. O’Keefe and 
Nadel’s proposal represented a major land-
mark in the conceptualization of hippocampal 
function. Their book, The Hippocampus as a 
Cognitive Map, synthesized and reinterpreted 
decades of discordant experimental studies 
using a range of experimental approaches, 
particularly lesions, and put these studies into 
a coherent theoretical framework organized 
around the concept of place cells as the cellu-
lar basis for representation of space as well as 
events and experiences associated with space. 
The book proposed a neural implementation 
of Tolman’s concept of the cognitive map, with 
visionary perspectives on how such a map 
might enable a breadth of cognitive functions 
in higher species, including humans. Today, 40 
years after its publication, The Hippocampus as 
a Cognitive Map remains the theoretical pillar 
on which nearly all subsequent study of spatial 
coding in the hippocampal formation rests.

The early years of research on place cells, 
in the late 1970s and 1980s, were dominated 
by attempts to prove that the place signal was 
indeed spatial and, given this, to understand 
what caused place cells to fire where they did, 
based on the idea that it was some constella-
tion of external sensory cues, rather than a 
single cue or some other cause (for example, 
ref. 66). Two salient observations in this 
period that both advanced knowledge and 
increased perplexity were the findings that 
place cells appeared to be completely direc-
tion-dependent when animals ran repeatedly 
on restricted paths30 but were unaffected by 
head direction during free foraging in a large 
cylinder67. Perplexity about the mechanism 
of place cells was further increased by the 
fact that place cells had a sort of ‘memory’: 
they rotated their fields when external cues 
were rotated but continued to fire in relation 
to the last-seen cue location when the cues 
were removed68,69. Indeed, early studies indi-
cated not only that place cells continued to 
fire in the ‘correct’ location in total darkness 
but also that fields could be formed when ani-
mals were introduced to an environment in 
darkness and were minimally affected when 
the lights were subsequently turned on70. 
Nevertheless, place fields became linked to 

Figure 2  Place cells. (a) First place cell described4. Arrows and letters mark positions at which the 
animal was restrained as it was pushed or coaxed around the test platform. Firing rate of the unit is 
illustrated by the frequency histograms in the middle of the figure. Letters correspond to positions, and 
lines indicate periods of restraint. Bottom lines show spikes at the onset of the unit response at A (1) 
and during the absence of a response at D (2). Calibration bar, 400 ms. Note that the cell responds 
selectively at only a few positions. O’Keefe and Dostrovsky reported 8 units of 76 recorded hippocampal 
cells that responded solely or maximally when the rat was situated in a particular part of the testing 
platform and facing in a particular direction. Note that the single-electrode technology available to the 
authors at the time likely precluded regular good isolation of cells, which may have limited the number 
of clear ‘place’ responses observed. (b) A place field as typically displayed today. Top: rat’s trajectory in 
gray; spike locations superimposed as black dots. Bottom: color-coded rate map; dark red is maximum 
rate; blue is silence. Regions not visited in black. (c) Left: the book by John O’Keefe and Lynn Nadel 
was long a ‘bible’ in the study of spatial coding in the hippocampal formation. Right: Nadel (left) and 
O’Keefe (right) during preparation of the book. Photo taken by Dulcie Conway around 1975, reproduced 
here courtesy of John O’Keefe264. Panel a reproduced with permission from ref. 4, Elsevier.
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the basic properties of head direction cells did 
not appear until 1990, in joint work by Ranck, 
Taube, and Muller6,7. By that time, it was 
already recognized that the basis of the head 
direction signal was likely integration of head 
angular velocity, and the outline of a model for 
how this integration was performed using con-
junctive head direction × head angular veloc-
ity cells (observed in dorsal presubiculum and 
parietal cortex) was proposed18.

To many investigators, the foregoing 
observations collectively pointed almost 
inescapably to the hypothesis that the pri-
mary determinant of the cognitive map is 
some form of coordinate system in which 
head angular velocity and linear velocity are 
 integrated over time to express displacement 
and orientation from a starting point (path 
integration)19–21,90,91 (Fig. 5). According to this 
view, the path-integration mechanism assigns 
place fields based on motion integration.  
In the absence of external stationary input, 
errors from noise in the self-motion integra-
tion process accumulate, and place fields (and 
head direction tuning curves) would start to 
drift. However, in environments with salient 
cues, rapidly formed associations between 
cues and place cells enable stabilization of the 
firing fields, and previously formed maps can 
be recalled from session to session10,19–21,90, 
possibly cued by landmark information con-
veyed through the dorsal presubiculum92. 
Nevertheless, there is also some support for the 
idea that place cells are formed by integration of 
salient sensory inputs, independently of move-
ment. One of the main observations presented 
in favor of this concept is that place fields could 
be seen to expand71 or stretch93 in response to 
corresponding distortions of the enclosure in 
which recordings took place. However, such 
distortions do not occur when the animal is 
introduced ab initio into the distorted envi-
ronment, only when the animal has first expe-
rienced the undistorted version. Stretching or 
expanding can thus be seen as a result of the 
external inputs attempting to correct the path 
integrator based on prior associations90.

During the past decade, virtual envi-
ronments have enabled investigators to 
dissociate with increased rigor the relative 
contributions of self-motion inputs and 
stationary landmarks. Typically, head-fixed 
mice or rats run on an air-cushioned ball or 
a circular treadmill while visual flow is pro-
jected onto an immersive screen at a rate that 
directly reflects the animal’s running speed 
and direction, emulating the sensory-motor 
coupling of the real world39,40. When the 
virtual environment is linear, as on a tread-
mill, hippocampal place cells exhibit firing 
fields that depend on distance moved94,95 or 

began to focus on how place cells might be 
synthesized as higher-order integrators of 
sensory data, perhaps endowed with memory 
properties. However, this sensory-integration 
approach changed, literally overnight, when 
James Ranck brought a video of a recorded 
head direction cell to the 1984 Society for 
Neuroscience meeting87 (Fig. 3). Head direc-
tion cells are cells that fire specifically when the 
animal faces a certain direction5–7 (Fig. 3a,b).  
Ranck first encountered these cells in the dor-
sal presubiculum—almost by accident, in an 
experiment in which electrodes targeted to the 
subiculum went astray87—but they were later 
observed across a wide network of cortical and 
subcortical regions88,89. In the same way that 
place cells covered all locations of an environ-
ment, the preferred firing directions of head 
direction cells were distributed evenly around 
angular space, enabling precise read-out of 
head direction in neural networks down-
stream of head direction cells. If the brain was 
endowed so clearly with an internal compass, 
as suggested by Ranck’s 1984 movie, the idea 
that it also had a map became much more pal-
atable. However, the first full  publication on 

salience79 but varied systematically along the 
septotemporal axis of the hippocampus80,81; 
in rats with age-related memory impair-
ment82 or with NMDA receptors blocked83, 
place fields appeared perfectly normal in a 
novel environment but could be completely 
rearranged when the animals were returned 
to the same environment after even a short 
delay; the place field map as a whole dynami-
cally expanded when motor and vestibular 
information about movement speed was dis-
rupted, in the absence of changes in landmark 
inputs84; place cells shut off completely when 
animals were restrained from locomotion85; 
and finally, the variation in scale of place 
fields along the hippocampal septotemporal 
axis was strongly correlated with the gain of 
physiological speed signals86.

In spite of gradually accumulating evidence 
for an, in many ways, nonsensory origin of 
spatial receptive fields in the hippocampus, 
the lack of proper quantification prevented a 
general acceptance of this idea, and much of 
the initial effort was thus spent on proving that 
the signal was indeed spatial. As this skepti-
cism was gradually overcome,  investigators 
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Figure 3  Head direction cells6. (a) Firing rate as a function of head direction for two representative 
cells from two different animals. (b) A head direction cell firing rate in polar coordinates. Peak firing 
rate, in the left orientation, is 6 Hz. (c) Jeffrey Taube (left) and James B. Ranck Jr. (right), at SUNY 
Downstate Medical Center in Brooklyn., N.Y., in 1987. Photo courtesy of Jeffrey Taube. Panel a 
reproduced with permission from ref. 6, “Head-direction cells recorded from the postsubiculum in 
freely moving rats. I. Description and quantitative analysis,” J.S. Taube, R.U. Muller & J.B. Ranck Jr., 
1990, in Journal of Neuroscience, Vol. 10, pages 420–435.
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path-integrator coordinates likely remain con-
sistent, changes in external input or, indeed, 
internal variables such as motivation, working 
memory, or action plans, can result in dramatic 
changes in firing rate while firing location 
remains unaltered107–110. Leutgeb et al. sug-
gested that rate remapping might be the cause 
of apparent partial remapping or direction 
dependency on linear tracks. The role of the 
path-integrator coordinates in governing rate 
versus global remapping was fairly decisively 
demonstrated by Colgin et al.111, who showed 
that when environmental shape was gradually 
morphed between a circle and a square, abrupt, 
global remapping only occurred if the rats had 
previously been allowed to locomote between 
a circle and a square via a connecting tunnel. 
When rats were pretrained on the two shapes 
in the same location, only rate remapping was 
observed. Thus, it was the path integrator that 
determined whether global or rate remapping 
was observed.

is often seen when the animal is placed in 
nonuniform environments104,105 or in cases 
of deficient plasticity as discussed above82,83. 
The concept of remapping was clarified con-
siderably by several experiments that followed. 
In 2005, Leutgeb et al. showed that, when the 
cues in the recording chamber or its shape were 
radically changed between sessions that took 
place in the same physical location, CA1 and 
CA3 place cells underwent substantial changes 
in their firing rates, without changing their 
firing locations106 (Fig. 6c). These changes 
could be sufficient to make a field appear to be 
present in only one condition, unless the rate 
map graphs were rescaled. In contrast, when 
the recordings took place in identical appara-
tus located in two separate rooms, the place 
field distributions became completely uncor-
related. Leutgeb et al. made the distinction 
between ‘rate remapping’ for the former situa-
tion and ‘global remapping’ for the latter. Thus, 
it appears that, under conditions in which the 

stationary cues on the screen94, with some 
variation between cells94. Reducing the gain 
of ball-to-virtual-scene movement causes 
place fields to move toward the start of the 
virtual track, as expected if firing locations 
are determined by self-motion, but the shift 
is generally smaller than expected from 
movement distance alone, pointing to an 
additional role for visual inputs94. The dual 
dependence on self-motion cues and external 
cues confirms earlier studies in which these 
sets of inputs were disentangled in real envi-
ronments73,74,93. However, when the virtual 
environment is made two-dimensional and 
movement of the head remains restricted, 
localized firing breaks down, although a 
small influence of distance traveled is detect-
able96. In contrast, when body and head rota-
tion is unconstrained, stable position coding 
persists97. Together these studies point to 
vestibular signals (which are impoverished 
during head fixation) as a critical source for 
integrating velocity and direction signals into 
a coherent two-dimensional representation, 
in agreement with earlier work showing that 
place fields are disrupted following inactiva-
tion or lesions of the vestibular system98,99.

Remapping: global, partial, local, and rate
In the late 1980s, Muller and Kubie began a 
series of investigations on the effects of chang-
ing the most salient visual cues in a cylindri-
cal environment and introducing various local 
cues71,72,100–102 (Fig. 6). As alluded to above, 
cue-card rotations, changes in the size or 
color of the cue card, or even removal of the 
cue card altogether rarely changed the radial 
coordinate of the field but could change the 
angular coordinate, completely unpredictably 
in the case of complete removal of the cue card 
when the rat was not present (Fig. 6b). They 
coined the term ‘remapping’ to describe any 
manipulation-induced changes in the firing of 
place cells. These could include mild changes 
in the firing characteristics in a few cells, such 
as when new objects or walls were placed in a 
cell’s place field, up to radical changes in the 
location of firing, including the disappearance 
of a field altogether, which was sometimes 
observed when the environmental shape was 
changed or visual cues substantially altered.

Whether sets of place cells remapped 
completely or only partially depended on the 
experimental conditions. The terms ‘global’, 
‘partial’, and ‘local’ remapping were introduced 
by Knierim and McNaughton103 in an attempt 
to distinguish situations in which only fields 
near a specific, manipulated cue changed from 
situations in which there was a general (partial 
or complete) rearrangement of fields through-
out the environment. Such limited  remapping 
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Figure 4  Ensemble recording technology. (a) The principle of tetrode recording proposed by McNaughton 
et al.32 exploits the variation in extracellular spike height as a function of distance to the recording  
site to resolve multiple single units in structures such as hippocampus, where the neurons are fairly  
tightly packed. Example of spike amplitude clusters from a tetrode recording showing two of the four 
spike-amplitude dimensions. The corresponding spike waveforms are shown on the right.  
(b) A 48-channel, 12-tetrode probe array (hyperdrive) from ca. 1995. This system exploited the flexibility 
of wire tetrodes, which allowed researchers to advance them by pushing them through gently curving 
tubes (like a mosquito proboscis). (c) Multitetrode recording made it possible to record from more than 
100 hippocampal neurons simultaneously. Here we show 80 firing rate maps from simultaneously 
recorded CA1 cells as the rat ran in a 70 × 70-cm arena33. Firing rate is color-coded from blue (silent) 
to red (maximum rate). Note that many CA1 cells were virtually silent in this particular arena, whereas 
about 40% had place fields. Six of the recorded cells correspond to fast-spiking cells (interneurons), 
which have much less spatial selectivity. (d) Examples of the actual (blue) spatial trajectory of the rat 
and the trajectory reconstructed from the population firing-rate vector (red). Panel a reproduced with 
permission from ref. 80, “Comparison of spatial firing characteristics of units in dorsal and ventral 
hippocampus of the rat,” M.W. Jung, S.I. Wiener & B.L. McNaughton, 1994, in Journal of Neuroscience, 
Vol. 14, page 7347–7356. Panels c and d reproduced with permission from ref. 33, AAAS.
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information storage” and that “the informa-
tion leaving the hippocampus through the 
subiculum seems to consist of much more 
highly distributed representations, con-
structed perhaps through the convergence 
and disjunction of a number of unrelated 
hippocampal place cells”137. For a long time, 
however, these ideas did not fully catch the 
attention of the place cell community, which, 
with few exceptions, retained its focus on the 
readily accessible CA1 area.

In a similar manner, until the 1990s, there 
was minimal focus on computational opera-
tions outside the hippocampus and computa-
tions underlying place-field formation were 
at risk of being erroneously attributed to 
the hippocampus itself. The focus on a hip-
pocampal origin of the place cell signal was 
further influenced by the observations of a 
relatively small set of tetrode studies in the 
entorhinal cortex, the major cortical input 
to the hippocampus. These studies showed 
that entorhinal cells were spatially modu-
lated but that their firing fields were broad 
and dispersed, with little spatial selectivity in 
standard laboratory environments, and the 
fields seemed not to remap between envi-
ronments22,137,139. This, together with the 
observation that CA1 place fields persisted 
following large lesions of the dentate gyrus140, 
pointed to the remaining associative net-
works of CA3 as one possible origin for the 
formation or learning of the sharply localized 
place signals seen in CA1. The validity of this 
interpretation was questioned, however, by 
the fact that partial inactivation of CA3 cells, 
following inhibition of septal inputs, failed to 
remove spatial firing in CA1141.

Given the uncertainty about how CA3 
contributed to the CA1 place signal, Brun 
and colleagues142 decided to record place 
cells in CA1 after the CA3 input to these cells 
had been entirely removed by excitotoxins 
or by knife cuts that completely separated 
CA1 from CA3 as well as from dentate gyrus 
and subcortical afferent regions. Retrograde 
tracer injections in CA1 verified that no input 
was spared. Confirming the interpretation 
of the septal-inactivation work141, the study 
found, in 2002, that CA1 place cells do not 
require input from CA3 to maintain reason-
ably selective spatial firing. This suggested 
either that place fields were generated within 
the limited circuitry of the CA1 itself or that 
place cells in CA1 received spatial input from 
the entorhinal cortex via temporoammonic 
projections that survived the CA3–CA1 tran-
section. These observations were made only 
a few years after theoretical studies3,21,90,143 
proposed that the path integrator might 
located outside the hippocampus—in the 

place cells that leads to robust rate-remapping 
is also strong enough in some cases to move 
the fields independently, depending on which 
type of inputs dominate the synaptic input 
vector of a given cell. The fact that this effect 
occurs predominantly in CA1, which lacks 
the potential stabilizing effects of recipro-
cal excitatory connections present in CA3, 
tends to support such a view127. A second 
possible challenge is the fact that place fields 
can be expressed in CA1 under conditions in 
which the medial entorhinal cortex (MEC) 
is completely lesioned128. This suggests that 
localized firing may itself be generated from 
alternative inputs, such as from weakly spa-
tially modulated neurons in the lateral ento-
rhinal cortex (LEC)129, which may provide 
hippocampal cells with path-integration-
independent sensory inputs necessary for 
efficient rate coding130. However, even under 
conditions in which MEC inactivation does 
not impair hippocampal place selectivity, the 
intervention causes instant remapping131,132, 
suggesting that MEC is obligatory for acti-
vating the correct place map. This does not 
preclude, of course, that place maps are also 
stored in the CA3 network (for example, the 
‘charts’ of Samsonovich and McNaughton90), 
or that, in the absence of a strong MEC input, 
CA3 attractor dynamics may result in the 
recall of some previously constructed chart 
in the novel context.

Moving from hippocampus to entorhinal 
cortex
Until the 1990s, for primarily technical rea-
sons, most recording studies had been con-
fined to CA1 of the dorsal hippocampus, in 
spite of the fact that hippocampal subfields 
may have distinct computational functions. 
David Marr had, in the early 1970s, already 
pointed to the unique properties of area CA3 
as a recurrent network capable of auto-associ-
ation, pattern formation, and pattern comple-
tion133. His work was followed by theoretical 
investigations pointing to the possible role of 
the dentate gyrus in pattern-separation pro-
cesses needed to counteract memory interfer-
ence at subsequent stages of the hippocampal 
circuit134–136. An additional, striking property 
that was discovered to differentiate between 
hippocampal subfields was coding spar-
sity. Contrary to some expectations, in the 
 successive transformations from CA3 to CA1 
to subiculum, mean firing rates increased, and 
coding became less sparse and less spatially 
selective137,138. This observation led Barnes 
et al. to conclude that “discrete spatial repre-
sentations are constructed within early stages 
of the process, for some purpose intrinsic to 
the hippocampus itself, possibly that of rapid 

The presence of a nonspatial code on top 
of the place code (rate remapping) is consis-
tent with dozens of studies, starting in the 
1980s, showing that place cells encode more 
than space. Cells with clear place fields in one 
task were shown in other tasks to respond in 
a time-locked manner to various nonspatial 
features of the environment or the experi-
ence, such as odors112–114, textures115, con-
ditioned tones28,116,117, or temporal stages of 
the experiment118. However, in combination 
with the remapping studies, these observa-
tions suggest that hippocampal cells respond 
conjunctively to spatial and nonspatial vari-
ables, with the latter represented as changes 
in the rate distribution. Experience-related 
changes in rate distribution can also account 
for moment-to-moment variability of firing 
rates within place fields (overdispersion)119. 
The conjunctive nature of spatial and event-
related firing is demonstrated elegantly in a 
more recent study of hippocampal activity 
after systematic variation of location, food 
cups (objects), and color or pattern of the 
recording box (context)120. The majority of 
cells in this study fired at specific locations 
but with rates depending on context and 
objects. Thus, when location is clamped, 
unique constellations of cues give rise to 
unique rate patterns, implying that each 
experience is characterized by its own hip-
pocampal–neocortical output, even when 
those experiences occur at a fixed location. 
This uniqueness is a necessary condition for 
the widely held view that hippocampus may 
provide an index that links memory attributes 
distributed widely over neocortex121–123. The 
wide range of stimulus configurations that 
activate hippocampal firing, over and above 
space, has been taken as evidence for a broad 
involvement of the hippocampus in episodic 
memory, where space is just one of several 
attributes of the encoded representation48.

Lest one conclude from the foregoing that 
the phenomenon of remapping or the neces-
sity or dominance of path integration is now 
fully understood, it is necessary to consider 
some remaining flies in the ointment. First, 
Tanila, Shapiro, and Eichenbaum124,125, and 
later Knierim126, have shown that, when an 
animal is highly familiar with the local and 
distal cues in an environment, rotating these 
cue sets relative to each other can cause some 
CA1 cells to follow the local set while others 
simultaneously follow the distal set (still oth-
ers may remap). Such discordant responses 
are stronger in CA1 than CA3 (ref. 127). 
These effects are not inconsistent with a path-
integration-based origin of the place fields, if 
one assumes that the subsequent, plasticity-
dependent association between cues and 
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cells, that the firing fields of individual cells 
created a grid-like periodic hexagonal pat-
tern tiling the entire space available to the 
animal9 (Fig. 7a). These cells were designated 
as grid cells. For each cell, the grid could be 
assigned a phase (the x,y locations of the grid 
vertices), a wavelength or spacing (the dis-
tance between the vertices), and an orienta-
tion (how much the axes through the vertices 
were tilted compared to an external reference 
line). In addition, the peak firing rates varied 
between fields9,145. The spatial periodicity of 
the pattern was so striking that the authors 
were concerned, initially, that it was some sort 
of artifact. However, the grid pattern was soon 
found by other labs too129,146.

One of the most striking aspects of the 
grid cell finding was that the spatial periodic-
ity was maintained despite constant changes 
in the animal’s running speed and running 
direction. The cells fired at the same verti-
ces regardless of how much time and space 
the rat had traveled between each crossing, 
implying that grid cells had continuous 
access to information about distance and 
direction moved. The persistence of grid 
fields9 and place fields70 when rats run in 
darkness is consistent with the primary role 
that such self-motion information might 
have in determining firing locations, as is the 
fact that grid patterns unfold immediately in 
new environments9 and are expressed with 
similar phase relationships between cell 
pairs in all environments tested145. It should 
be added, for the sake of balance, that stable 

most extensively to the dorsal hippocampus, 
where the most sharply tuned place cells of 
the hippocampus are located80,81. This led us, 
eventually, after the turn of the millennium, to 
target tetrodes to the dorsal MEC, the origin 
of the majority of inputs to the dorsal hip-
pocampus8,144, a region of MEC so far not 
touched by electrodes in vivo.

Grid cells: a metric for space?
Recordings in dorsal MEC soon showed that 
cells in this region have sharply defined fir-
ing fields, much like those in CA1 of the dor-
sal hippocampus, except that each cell had 
 multiple firing fields, distributed all over the 
environment8. These findings, reported in 
2004, pointed to the MEC as a key element of 
a circuit for space, but the nature of the ento-
rhinal representation remained elusive.

A striking characteristic of many spatially 
modulated MEC cells was that the distribu-
tion of the multiple firing fields of each cell 
was more regular than expected by chance8. 
When the data from MEC were presented 
at the 2004 Society for Neuroscience meet-
ing, they created considerable excitement. 
Among those who were most excited was 
Bill Skaggs, who thought he saw hexagonal 
symmetry, inspiring the Mosers and their 
students, Hafting, Fyhn, and Molden, to 
increase the size of the recording arena and 
visualize the firing pattern once and for all. 
Using a newly constructed 2-m-wide circular 
recording cylinder, these authors found, in a 
substantial fraction of MEC superficial-layer 

subiculum, the entorhinal cortex, or both—
because correlations between firing fields in 
these regions appeared to be invariant across 
contexts22,23, as might be expected for a path-
integration-based representation. At this time 
it was clear that the entorhinal cortex, the 
main cortical input to the hippocampus, was 
worth a revisit.

An important additional inspiration for 
the renewed interest in entorhinal cortex was 
Menno Witter’s extensive review of entorhi-
nal–hippocampal systems144. Witter pointed 
out that dorsal and ventral regions of the hip-
pocampus receive inputs from and project 
back to different regions of the entorhinal cor-
tex, in a topographical manner, with increas-
ingly dorsal hippocampal regions mapping 
onto areas that were increasingly closer to 
the rhinal sulcus, or increasingly more dorsal 
within the MEC. In 1990, based on his review 
and after direct consultation with Witter, two 
of us (M.-B.M. and E.I.M.) realized that in 
earlier MEC recordings for which histology 
was available22,139, cells had been recorded 
quite far outside the area of MEC that receives 
most visual–tactile information and projects 

a

c d

bFigure 5  Path integration. (a) Illustration of the 
Mittlestaedt & Mittlestaedt 1980 experiment12. 
This experiment showed that rodents can perform 
angular and linear path integration. A female 
mouse returns directly to her nest after finding a 
lost pup in total darkness but makes a heading 
error if she is rotated below vestibular threshold 
before starting the inbound journey. (b) The Skaggs 
et al. continuous-attractor model from 1995 
proposed to explain how head direction cells arise 
through integration of head angular velocity signals 
from the vestibular system18,232. Updates in the 
head direction (attractor) layer were performed by 
a hidden layer of cells conjunctive for head angular 
velocity and starting head direction, whose return 
projections to the head direction layer are offset 
according to the sign of rotation. Such conjunctive 
cells have been found in several regions of the 
brain. (c,d) The continuous-attractor model for 
path integration in two dimensions, as proposed  
by McNaughton et al. in 1996 (ref. 19) and 
simulated by Samsonovich and McNaughton in 
1997 (ref. 90). H′, head angular velocity; H′H, 
conjunctive cells; H, head direction; P, place 
cells; M, speed cells; PH×M, cells conjunctive 
for place and head direction and modulated 
by speed; V, external sensory inputs that were 
assumed to associatively bind to both H cells 
and P cells to enable correction of drift error in 
the path integrator and to enable resetting of the 
integrator upon entry to a familiar environment. 
Panel a reproduced with permission from ref. 91, 
Nature Publishing Group. Panel b reproduced with 
permission from ref. 232, MIT Press. Panels c and 
d reproduced with permission from ref. 90, “Path 
integration and cognitive mapping in a continuous 
attractor neural network model,” A. Samsonovich 
& B.L. McNaughton, 1997, in Journal of 
Neuroscience, Vol. 17, page 5900–5920.
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some conditions, grid cells appear to be 
fragmented or distorted even after extended 
training in a constantly shaped environment. 
When rats are tested in environments with 
discrete compartments156 or irregular geo-
metric shapes157, the strict periodicity of the 
grid pattern is often gone. In particular, it 
has been shown that walls exert strong local 
influences on the grid pattern157,158, caus-
ing distortions and rotations that can be 
described effectively as a shearing process158. 
The common presence of fragmented and 
distorted grids has raised questions about 
whether grid cells are useful as a source of 
metric information157. Countering these 
doubts, theoretical analyses have shown that 
precise symmetry may not be necessary for 
accurate population-based decoding of posi-
tion, distance, and direction if the grid cells 
are all distorted in the same way159. Direct 
behavioral evidence is needed, however, to 
establish how well spatial metrics can be 
decoded from distorted grid patterns.

Network properties of grid cells
Grid cells differ from place cells in more than 
one way. Not only do they have periodic firing 
fields but the relationship between the firing 
fields of different cells also follows a different 
rule. Whereas place cells often remap com-
pletely between environments and multiple 
fields can appear in large environments, with 
no more overlap in the subset of active cells 
than expected by chance106,153,160–162, the 
ensemble activity of grid cells is normally 
maintained coherently from one environment 
to the next, without changing phase or orienta-
tion relationships between cells145,163, much 
like in early recordings from MEC cells before 
grid cells were discovered22. The coherence 
of the grid map is particularly strong within 
ensembles, or modules, of similarly scaled 
grid cells154. A similar degree of coherence is 
present among head direction cells6,7,77,78,164, 
as well as in the more recently discovered 
populations of entorhinal border cells and 
speed cells165,166. The coherence of grid cells 
and head direction cells is state-independent 
and persists during sleep167–169. Collectively, 
these findings point to a fundamental differ-
ence between hippocampal and entorhinal 
spatial maps: hippocampal circuits are high-
dimensional and capable of storing a very large 
number of patterns, while MEC maps are low-
dimensional and rigid, expressing the same 
intrinsic structure in all behavioral contexts, 
as would be expected for a path-integration-
based map that keeps metric properties con-
stant across contexts and environments.

It was clear from the outset that grid cells 
come in different varieties—with different 

concluded that “place field distributions can 
best be described by a random selection with 
replacement”152. A decade later, with the new 
data from the entorhinal cortex, it was clear 
that grid cells may supply the brain’s spatial 
map with a coordinate system not available 
from place cells in the hippocampus, given the 
apparently random allocation of place fields 
to position153 and the related extreme remap-
ping across environments.

It soon turned out that if grid cells supply 
a metric, this metric is not always constant 
over time or locations. Experiments showed 
that when environments were stretched or 
rescaled, the spacing of the grid increased 
in the extended direction146,154, in concert 
with either scaling or remapping in hippo-
campal place cells155. However, these dis-
tortions of the grid pattern were recorded 
when the environment was changed after 
the animal was already familiar with it, sug-
gesting that grid maps might be formed by 
path integration but linked to external cues 
in such a way that the latter can override 
the path-integration dynamics90. Yet under 

grid fields have not yet been identified in 
darkness in mice147,148. The reason for the 
possible species difference is not known. 
Associations between path-integration coor-
dinates and stationary cues may be weaker in 
mice149, or grid fields of mice may simply be 
harder to visualize at times of increased jitter, 
given their smaller field size and shorter grid 
spacing compared to rats150.

Based on the possible role of self-motion 
information in the formation of grid patterns, 
the three of us suggested, in 2006, that grid 
cells are part of an intrinsic path-integration-
based metric for space91. A similar proposal 
was made the same year by a different group of 
investigators151. Both concepts bore similari-
ties to the mechanism proposed a decade ear-
lier from studies of place cells19,90. In fact, by 
implementing their attractor map model for 
path integration on a torus, Samsonovich and 
McNaughton90 indirectly predicted periodic 
place fields, although, at the time, the idea 
seemed to them too preposterous to publish, 
and an attempt to discover such periodicity 
in CA1 by running rats down a long hallway 

Figure 6  Remapping. (a) John Kubie and Robert Muller from SUNY Downstate Medical Center, NY.  
Picture courtesy of John Kubie. (b) Global remapping apparently induced by changing only the color of  
the recording environment100. Rate maps are shown for the same place cell recorded in a white cylinder 
(left) and a black cylinder (right). Firing rate is color-coded from yellow (no firing) to dark blue or black 
(high rate). The cell fires in different regions of the cylinder (some cells are active in only one cylinder) 
despite changing only the color of the box. We note that the authors later confirmed, anecdotally, that 
they had pretrained the animals in the white and black cylinder in two different rooms, which would have 
allowed differences in path-integrator coordinates to control the global remapping, as later shown by Colgin 
et al.111. (c) Rate remapping induced by changing the color of the recording environment while keeping 
its location constant106. The rat’s trajectory in a white box and a black box is shown for three cells, with 
spikes superimposed as red dots. Note that changing only the color of the box causes substantial change 
in the distribution of firing rates across cells, but firing locations are retained. Rate maps in a adapted with 
permission from ref. 100, Wiley. Panel c adapted with permission from ref. 265, Elsevier.
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direction cells (Fig. 7e) throughout MEC 
layers III–VI, as well as in presubiculum and 
parasubiculum189, pointing to a computational 
mechanism for imposing the angular compo-
nent of path integration on grid cells19,91.

Shortly after head direction cells were 
observed in recordings from the MEC, 
another cell type appeared on the entorhinal 
stage. These cells, named border cells, fired 
exclusively along geometric borders of the 
local environment: along one or sometimes 
several walls of the recording enclosure or 
along the edges of a platform165,190 (Fig. 7f). 
Border cells were distinct from grid cells—a 
border cell could never be transformed to a 
grid cell or vice versa—but there was overlap 
between border cells and head direction cells, 
i.e., some (conjunctive) border cells fired 
within their border fields only when the ani-
mal was running in one direction165. Border 
cells intermingled with grid cells and head 
direction cells, particularly in layers II and III 
of MEC165, suggesting that the three types of 
cells interact. However, while grid cells and 
head direction cells seemed to be confined 
to parahippocampal—and not hippocam-
pal—regions, cells with border-like firing 
fields were also observed in the hippocam-
pus191 and the subiculum192,193, raising the 
possibility that firing patterns of entorhinal 
border cells are inherited by at least subsets 
of neurons in the hippocampus and subicu-
lum93,194, or vice versa.

Border cells are sparser than grid cells and 
head direction modulated cells, and they may 
comprise less than 10% of the local principal 
cell population165, but this does not negate 
a significant role in shaping hippocampal–
entorhinal representations. The discovery 
of border-like properties in several regions 
of the hippocampal formation confirmed, to 
some extent, predictions from computational 
models dating back to the observation that the 
location and shape of place fields are deter-
mined by local boundaries of the recording 
environment93. Based on this observation, 
O’Keefe, Burgess, and colleagues proposed 
a model in which place fields are formed by 
summation of tuning curves from upstream 
‘boundary vector cells’, cells with firing 
fields tuned to the animal’s distance from a 
particular wall or boundary in the environ-
ment93,192,194. Boundary-vector-like cells, 
with distance-dependent tuning curves, were 
reported in the subiculum193, but, given the 
unidirectional wiring of the hippocampal cir-
cuit, these cells are unlikely to provide major 
input to hippocampal place cells. Such inputs 
might instead come from border cells in the 
MEC. On the other hand, border cells in MEC 
lack distance tuning, firing only along the bor-

in MEC and CA1 cells176. Alternatively, and 
more in line with the sensory-integration 
ideas of the 1980s, place fields might be 
generated from any weak spatial input, so 
long as the hippocampal circuit contains 
mechanisms for amplifying a subset of these 
inputs, either through Hebbian plasticity or 
through local recurrent networks177–180. The 
merits of these two classes of models remain 
to be determined. Experimental studies have 
shown that MEC grid cells are not necessary 
for the emergence of spatially tuned firing in 
place cells. Place fields have been reported 
to persist when the spatially periodic firing 
pattern of MEC grid cells is compromised 
by inactivation of septal inputs181,182, and 
in young animals, place cells acquire stable 
firing fields before sharp periodic firing pat-
terns emerge in grid cells183,184. Inactivation 
or damage of the MEC is not sufficient to 
disrupt place cell firing in the hippocam-
pus128,131,132,185. However, neither of these 
observations rules out grid cells as a key 
determinant of spatially selective firing in 
the hippocampus. The hippocampus receives 
input from multiple spatially tuned entorhi-
nal cell types, including not only grid cells 
but also border cells and spatially modulated 
cells with nonperiodic firing patterns186, 
as well as weakly place-tuned cells in the 
LEC129. Place fields may be formed from 
any of these inputs, by more than a single 
mechanism. Even pure rate changes among 
the MEC inputs are sufficient to completely 
alter the activity distribution among place 
cells in the hippocampus185. The mecha-
nism for grid cell to place cell or place cell 
to grid cell transformation may have many 
faces, and understanding it may require that 
circuitry is disentangled at a higher level of 
detail, possibly in terms of inputs and out-
puts of individual cells.

A zoo of cell types
Grid cells are abundant, especially in the 
superficial layers of the MEC, but not all cells 
are grid cells. As early as 2006, it was clear that 
in layers III–VI of the rat MEC, a number of 
cells respond to head direction187 (Fig. 7d),  
very much like the head direction cells 
reported in the neighboring presubiculum 
and parasubiculum years before5–7,188. The 
directional tuning curves of many entorhinal 
head direction cells were found to be broader 
than in presubiculum and parasubiculum, and 
many head direction cells responded conjunc-
tively to location, expressing grid-like firing 
fields but discharging within each grid field 
only when the rat’s face pointed in a certain 
direction187. Head direction cells intermingled 
with grid cells and conjunctive grid × head 

phases, wavelengths, orientations, and field 
amplitudes—and that the network of grid 
cells is anatomically organized according to 
some but not all of these variables8,9. While 
the phase of the grid pattern appeared to be 
distributed randomly among cells on the 
same tetrode, the scale of the grid showed 
a striking increase from dorsal to ventral 
recording locations in the MEC (Fig. 7b). 
In both respects, the organization of grid 
cells was reminiscent of that of place cells, 
which also appear to have random spatial 
relationships160,170,171 but show an increase 
in scale from dorsal to ventral80,81. In the 
hippocampus, the scale increase is strongly 
coupled with decreasing gain of self-motion 
parameters84,86. A similar gain-change may 
underlie the scale change in MEC, consistent 
with the hypothesis that the overall system 
parameters are dominated by path-integra-
tion mechanisms.

One question that was not settled by the 
earliest grid cell recordings was whether the 
scale gradients were smooth and gradual or 
instead consisted of multiple discrete maps 
with distinguishable scale and self-motion 
gain, the latter being a necessary predic-
tion of attractor-map-based models91,172. 
In 2007, Barry and colleagues showed, with 
a small cell sample, that values of grid spac-
ing were not evenly distributed146. In 2012, 
Stensola and colleagues were able to record 
activity from up to 180 grid cells in the same 
animal: enough to determine once and for all 
whether grid cells clustered in groups with 
similar properties154. Stensola et al. found 
that grid cells were organized in at least four 
modules, each with their own scale, orienta-
tion, and asymmetric distortions (Fig. 7c).  
The scale change across successive grid 
modules could be described as a geometric 
progression with a constant scale factor154, 
confirming the prior predictions91,172, as well 
as theoretical analyses pointing to nested and 
modular organizations as the most efficient 
code for representing space at the highest-
possible resolution with the lowest-possible 
cell number173,174.

The discovery of grid cells cast new light 
on the mechanisms underlying formation 
of place cells, the very question that moti-
vated the search for spatially modulated cells 
in the entorhinal cortex. The periodicity of 
the firing pattern and the variability of the 
grid scale suggested early on that place cells 
may emerge by a Fourier-like linear summa-
tion of output from grid cells with similar 
phase throughout the environment over a 
range of spatial scales91,175. This summation 
mechanism might be facilitated further by 
coordinated gamma-frequency oscillations 
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grid field locations in open spaces compared 
to locations near the walls199, as well as the 
instability of place fields in open spaces when 
spatially stable information is available only 
from border cells195, speak in favor of a refer-
ence function for environmental boundaries, 
where grid and place representations are reset 
and corrected from drift each time the animal 
encounters a salient boundary.

With the identification of head direction 
cells and border cells, it became clear that grid 
cells have local access to directional informa-
tion, needed for the angular component of 
path integration, as well as to information 
about the geometry of the environment 
needed to prevent drift in the path-integrator 
coordinates. Head velocity signals upstream 
of head direction cells, in the lateral mam-
millary nuclei200 and further upstream in the 
dorsal tegmental nuclei201,202, might enable 
head direction cells to infer direction at the 
timescale of behavior. However, if grid cells 
express path integration, they must also have 
access to information about moment-to-
moment changes in the animal’s speed. Such 
information was known early on to be present 
in the hippocampus, where both place cells 
and fast-spiking interneurons exhibit speed 
tuning30,86,203. Speed-responsive cells have 
similarly been observed in subcortical areas 
directly or indirectly connected with hippo-
campal and parahippocampal regions204–207. 
These cells might feed into the brain’s path-
integration system. Speed tuning of hippo-
campal theta rhythm amplitude is sufficient 
to enable accurate reconstruction of distance 
traveled208, and distance traveled might be 
decoded by integrating the net discharge 
rate of a population of hippocampal cells or 
afferents of the hippocampus.

The observation of speed coding in the 
hippocampus and subcortical areas moti-
vated the search for speed information 
locally within the MEC circuit. By 2006 it 
was observed that some information about 
speed is present in a subset of grid cells, 
especially in layer III and deeper187, but the 
correlations between firing rate and speed 
in these cells were weak and would require 
decoding from large cell numbers to yield 
a reliable momentary speed signal166. We 
now know that the entorhinal cortex has a 
distinct population of cells whose firing rates 
increase linearly with speed166,209. In the 
large majority of speed-tuned MEC cells166, 
firing rates increase linearly as a function of 
speed, up to 30–40 cm per s in rats. A small 
but significant number of cells have negative 
speed–rate relationships166. As in the hip-
pocampus, many of these are fast-spiking 
cells210. The rates of these cells are tuned so 

as well as the strong asymmetries in grid 
patterns caused by environmental bound-
aries157,158, point to a significant role for 
boundaries in defining the location of firing 
in place cells and grid cells, consistent with 
behavioral studies identifying geometry of the 
environment as a determinant of the animal’s 
perception of self-location13,197,198. However, 
these observations are not at variance with a 
path-integration-based account of spatial 
firing of grid cells. Boundaries may serve as 
references for path-integration-based position 
estimates, with resetting of the path integra-
tor and subsequent reduction of error taking 
place regularly near major boundaries or 
landmarks19–21,90. The increased variability of 

ders and not away from them. If border cells 
provide input to place cells, their influence 
might be limited to cells with firing fields in 
the periphery of the recording enclosure, near 
boundaries and not in open spaces. There is 
some indirect evidence for this possibility 
as, in juvenile rats, place cells with fields in 
the center of an open recording environment 
mature at the same slow rate as grid cells195, 
which acquire adult-like hexagonal symme-
try only late in juvenile development183,184. 
Place cells near the borders of the recording 
box appear at an earlier age, similarly to ento-
rhinal border cells196. Regardless of whether 
border cells fulfill criteria for boundary vec-
tor cells or not, the existence of border cells, 
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Figure 7  Grid cells and other functional cell types of the MEC. (a) Firing fields of one of the first grid 
cells reported in 2005 (ref. 9). Left: trajectory of the rat (black) with superimposed spike locations (red). 
Middle: color-coded rate map with peak rate indicated (red, peak rate; dark blue, no firing). Right: spatial 
autocorrelogram, color-coded from blue (r = –1) through green (r = 0) to red (r = 1). (b) Sagittal section 
of the rat brain showing the hippocampus and the MEC (red) and grid cells of different scales recorded 
at three locations on the dorsoventral axis (trajectories with spike locations as in a). Note the expansion 
of grid scale from dorsal to ventral MEC. (c) Grid cell modules154. Top: autocorrelation plots showing 
grid patterns at successive positions along the dorsoventral axis of MEC. Bottom: grid size, defined as 
the distance between grid vertices, as a function of position along the dorsoventral MEC axis (positions 
rank-ordered). Note that the increase in grid size is not linear but discretized, following a geometric order 
with a factor of approximately √2. Mean grid size for each module is indicated by stippled lines. Such 
modularization is an essential prediction of the attractor map theory if it is to account for variable spatial 
scaling91. (d) Head direction cell in layer V of MEC. (e) Conjunctive grid × head direction cell in layer III 
of MEC. (f) Border cell165. Color-coded rate maps showing a cell with selective firing along one of the 
walls of the recording environment. Top: open environment. Bottom: rate map following the insertion 
of a wall. Note that the border cell responds to the same side of the wall insert as the main wall in the 
environment. Panel a reproduced with permission from ref. 9, Nature Publishing Group. Panel b adapted 
with permission from ref. 91, Nature Publishing Group. Panel c adapted with permission from ref. 154, 
Nature Publishing Group. Panels d and e adapted with permission from ref. 187, AAAS. Panel f adapted 
with permission from ref. 165, AAAS.©
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The role of theory: mechanisms of place 
cells, head direction cells, and grid cells
The abundance of functionally dedicated cell 
types in the entorhinal–hippocampal system 
has prompted investigators to look for the 
neural mechanisms that enable their charac-
teristic firing patterns. Mechanisms have been 
sought in the properties of single cells as well 
as in neural networks. While details remain 
elusive, the preceding sections of this review 
have already emphasized how circumstantial 
evidence points to path-integration-based 
attractor-network properties as a key contribu-
tor to pattern formation in the entorhinal–hip-
pocampal space system.

Attractor networks have provided starting 
points for models of localized firing since the 
earliest studies of hippocampal function. In 
1949, Hebb proposed that activity may self-
sustain in networks of recurrently connected 
neurons230. In 1977, Amari took a giant 
step by showing that localized firing can be 
maintained in networks of neurons arranged 
conceptually on a ring with Mexican-hat 
connectivity231. In such architecture, each 
neuron has strong excitatory connections to 
its nearest neighbors, with excitation decreas-
ing with distance along the ring, in contrast 
to inhibition, which is maintained at longer 
distances. Almost 20 years later, Skaggs and 
McNaughton and colleagues232; Zhang233; 
and Redish, Touretzky, and colleagues234 
showed, independently, how the concept of a 
ring attractor with local (Gaussian) connectiv-
ity and global recurrent inhibition could be 
used to explain the emergence of directionally 
specific firing in head direction cells (Fig. 5b).  
The connectivity created a self-maintained 
activity bump, which could be induced to 
move around the ring in accordance with 
external angular velocity signals that were 
transmitted through a hidden layer of con-
junctive head direction × angular velocity 
cells18. The model explained a number of 
features of head direction cells, including 
the persistence of directional phase relation-
ships across conditions and environments. 
Today, more than 20 years after its proposal, 
the key concepts of the ring-attractor model 
for head direction cells remain unchallenged, 
which is remarkable for theoretical models 
in systems neuroscience, and no competing 
models have surfaced. In mammals, the recip-
rocally connected network of the dorsal teg-
mental nucleus and lateral mammillary area 
has been proposed as a location for the ring 
 attractor235, and in Drosophila, the concept 
of a ring attractor for directional tuning has 
received its first experimental support in stud-
ies of central body neurons, where a circular 
anatomical arrangement has been shown to 

identity information is added after the fact, 
possibly from LEC129,130,211,212. Like rate 
remapping in place cells216, at least some of 
the CA1 object vector cells appear to require 
extended experience214.

Finally, investigators have identified a 
population of hippocampal cells with activ-
ity defined by the animal’s egocentric ori-
entation to a goal location. Sarel et al.217 
recorded from the CA1 region of flying bats, 
which have hippocampal–parahippocam-
pal spatial representations similar to that of 
rodents218–220. The investigators identified 
a set of cells that responded as a function 
of the animal’s orientation toward a salient 
goal positioned centrally in the environment. 
Although the preferred orientation of the 
cells spanned the full 360° range relative to 
the direction to the goal, a large proportion 
of the cells in this category fired when the 
animal was heading directly toward the goal, 
ramping up their firing as the bat approached 
the goal. A little more than half of the cells 
were also place cells, but a substantial fraction 
did not have any significant tuning to place. 
Cells with essentially the same characteristics 
were recently reported in posterior parietal 
cortex17. Goal-vector cells are reminiscent of 
cells reported in rats in earlier hippocampal 
studies, in which neural firing increased in 
the proximity of a goal73,221–225, and the find-
ing of goal-orientation cells in both parietal 
cortex and hippocampus begs the question 
of which region is ‘copying’ which. Future 
research may determine whether similar 
cells are also present in the MEC circuit and 
whether they remap between goals and envi-
ronments, like place cells, or maintain intrin-
sic spatial and directional relationships, like 
all medial entorhinal functional cell types 
characterized so far.

The multitude of functionally specialized 
cell types in the entorhinal–hippocampal 
space circuit is striking; however, equally 
striking is that many cells still express more 
than one type of information, particularly in 
the intermediate and deep layers of MEC, 
where many grid cells fire conjunctively 
for position and head direction, or posi-
tion and speed, and many border cells are 
direction-selective165,166,187,226. Conjunctive 
cells are recognized as essential ingredients 
of the ‘hidden layer’ for almost any type of 
coordinate transformation or conditional 
association network18,227–229. A challenge 
for future work will be to determine how 
this variety and mixture of differently tuned 
cell types enable a dynamic representation 
of self-position that can be read out to guide 
navigation and memory for a wide variety of 
environments.

strongly to running speed that speed can be 
decoded with extreme accuracy from just 
half a dozen cells166. Tuning profiles (slope 
and y-intercept of the speed–rate relation-
ship) vary between speed cells but remain 
constant across environments and persist in 
the absence of visual cues, pointing to speed 
cells as yet another component of a low-
dimensional path-integration-based position 
map in the MEC166. In CA1, the gain of speed 
tuning varies systematically along the septo-
temporal axis in register with the change in 
spatial scale86. This has yet to be confirmed in 
MEC, but if verified it would strongly support 
the idea that speed cells convey the necessary 
information to set the grid scale.

Taken together, these observations point 
to a network of entorhinal and hippocampal 
neurons in which position, direction, and 
distance are encoded with sufficient accu-
racy to enable dynamic representation of 
the animal’s location in an empty enclosure. 
However, most real-world environments 
differ from experimental settings, in that 
the available space is cluttered with objects. 
Salient objects may serve as references for 
navigation, but little is known about whether 
and how objects are included in the represen-
tation of self-position in the MEC. It has been 
shown that a subset of neurons in the LEC 
respond specifically at the locations of dis-
crete objects in the recording enclosure211,212. 
These neurons increase firing whenever the 
animal encounters an object at a certain loca-
tion, regardless of the exact identity of the 
object. In a subset of these object cells, firing 
even persists for minutes, days, or weeks after 
the object is removed212. Whether and how 
these cells contribute to representation of the 
animal’s own location has remained elusive. 
Theoretical models from the 1990s postu-
lated the existence of cells with place fields, 
defined by the animal’s vectorial relationship 
to salient landmarks in allocentric coordi-
nates213, and such cells are indeed found in 
small numbers in the hippocampus214. These 
cells encode direction and distance from one 
or a small number of discrete objects placed 
at different locations in the recording arena. 
Now new data suggest that a class of MEC 
cells has more general vectorial properties. 
These ‘object vector cells’ have firing fields 
defined by distance and direction from an 
object, regardless of the object’s location 
in the environment and regardless of what 
the object is215. Thus, one main difference 
between object vector cells in MEC and in 
CA1 appears to lie in their object specificity. 
Perhaps, like rate remapping of hippocam-
pal place cells, the coordinate information 
in CA1 is inherited from MEC, whereas the 
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Box 1 Questions for the future
We have listed some outstanding problems in entorhinal–hippocampal space circuits that we believe can be addressed with state-of-the-
art systems neuroscience tools.

1. Path-integration networks and mechanisms of grid cells and head direction cells
The performance of attractor network models for space relies on a unique and testable connectivity between functionally similar cells. 
With state-of-the-art tools for neural imaging, genetic tagging, and structural analysis, it may soon be possible to examine directly, in 
large MEC populations, the probability of connections between functionally identified neurons with various degrees of feature similarity 
and dissimilarity. On a longer time scale, one may hope for a direct visualization, with in vivo microscopy, of activity flow between 
connected mammalian neurons in a way that matches the animal’s movement in space (similar to refs. 236,237 in flies).

2. Development of spatial network architectures
How is the specificity of the hippocampal–entorhinal spatial neural network architectures achieved during development of the nervous 
system? Excitatory neurons from the same radial glial progenitor are known to have stronger interconnections than other cells266,267. 
Might such connectivity between clonally related cells underlie a possible preferential coupling between MEC cells with similar spatial or 
directional tuning, in the same way that cells from the same clone exhibit similarities in orientation preferences (and possibly preferential 
coupling) in the visual cortex268,269? Does the young MEC have a topographically arranged teaching layer, with connections between 
clonally related cells, that during early postnatal development gives way to the largely nontopographical9,270 grid cell network of the 
adult MEC (Fig. 8 of ref. 91)? Tools have been developed for targeted analysis of the functional identity and connectivity of discrete 
developmental cell populations, allowing these questions to be resolved in the near future271.

3. Including the entire entorhinal–hippocampal circuit
A key objective for a more complete understanding of entorhinal–hippocampal function will be to determine how cell types with different 
functional correlates map onto the variety of morphological or neurochemical cell types and their unique connectivity patterns. Recent 
data suggest that, in layer II of MEC, both stellate and pyramidal cells can be grid cells, although stellate cells may comprise the majority 
of them256,257,272–275. If so, are grid patterns created independently in these two cell classes, or does one of them inherit the grid from 
the other?

4. Read-out
Position can be decoded from grid cells and place cells, with greater accuracy in grid cells than place cells if the population is 
multimodular and scaled in particular ways159,173,174,276. Whether neural circuits decode information in the same way remains to be 
determined, however. Do neurons have access to grid cells with different phase relationships or different spacing; do they integrate 
information from grid cells with information from border cells or head direction cells? If so, where are these neurons and how do they 
communicate with neocortical regions involved in strategy formation and decision-making? Most research on the mechanisms of spatial 
coding in hippocampus has focused on the nature of the inputs that contribute to it, and less is known about the impact of hippocampal 
output on coding dynamics in the widespread regions of neocortex and other areas to which the hippocampal formation projects. The 
impact of outputs from the entorhinal–hippocampal circuit will perhaps constitute a new frontier in the study of this system.

5. Moving toward naturalistic environments
Natural environments are large, three-dimensional, compartmentalized, nested, and full of objects. Ultimately, studies of the 
hippocampal–entorhinal circuit should explore how cells map environments of shapes, sizes, and content more comparable to the 
animal’s natural habitat277. Are grid cells, head direction cells, and place cells used only for local mapping, in the range of a few 
meters, or is the entorhinal–hippocampal network used also for extended spaces, and if so, how? Is there a single continuous map, or 
are there different maps for different local spaces, as proposed by theoretical studies278, as well as observations in compartmentalized 
laboratory environments156? If the latter is true, how are the map fragments connected? And how is space coded in large and three-
dimensional environments277? In flying bats, place cells have spherical firing fields279 and head direction cells are tuned to all three 
axes of orientation220. Whether such volumetric coding extends to terrestrial animals remains unsettled, although experimental data 
suggest that, in rats, head direction is encoded not only by classical azimuth-sensitive head direction cells but also by cells in the lateral 
mammillary bodies that respond to head pitch200. Observations in rats also suggest that the tilt of a surface is factored into hippocampal 
and entorhinal representations of space280,281.

6. Representation of time
Understanding space and memory requires understanding time. Direct representation of the passage of time was not observed in 
hippocampal neurons until the Buzsáki and Eichenbaum groups showed that, when animals run for a known interval at a steady location, 
in a running wheel282 or on a treadmill283, hippocampal neurons fire successively at distinct times during the interval, following the same 
order on each trial. Cells with similar properties are present in the MEC284. Most of these ‘time cells’ have discrete place or grid fields in 
standard spatial foraging tasks. Different assemblies and sequences of hippocampal time cells are active in different task configurations283, 
suggesting that hippocampal ensembles encode temporally organized information much the same way they represent space. The observation 
of time cells is a provocative finding that may share properties with mechanisms underlying path-integration-based representation of 
location, but the temporally confined firing fields of time cells do not disappear when time and distance are decoupled by restraining

(continued)
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A second observation consistent with a path-
integration-dependent attractor architecture 
is the maintenance of a single grid-phase 
structure across environments, tasks and 
brain states145,163,168,169, which would be 
expected if MEC neurons are organized as 
strongly interconnected networks in which 
external inputs recruit the same subset of 
neurons under a wide range of starting condi-
tions. The strongest prediction of the attrac-
tor models, however, is perhaps that grid cells 
with similar grid phases have enhanced con-
nectivity. Statistical analysis of firing patterns 
in simultaneously recorded grid cells confirm 
this prediction245,246, but direct measure-
ments of connections between functionally 
verified cell types are still missing.

Attractor models do not provide the only 
possible explanation of how grid patterns 
might be created. For several years, a com-
peting class of models, based on properties 
of the hippocampal theta-frequency network 
rhythm60–62, suggested that grid patterns 
were generated as a result of wave interference 
between a constant global theta oscillation and 
a velocity-controlled cell-specific theta oscil-
lation247–250. The model can be traced back to 
O’Keefe and Recce’s observation, in the early 
1990s, that, as animals move through the place 
field of a place cell on a linear track, the spike 
times of the cell move forward across the 
cycle of background theta oscillations251. As 
the animal moves through the field, the theta 
phase of the spikes moves progressively for-
ward also in space, and is in fact more strongly 
correlated with location than with time251,252. 
This observation suggested to O’Keefe and col-
leagues that position could be calculated from 
the interference pattern between the global 

be more efficient21,239. A few years later it 
became apparent that such low-dimensional 
architecture exists in the entorhinal cortex.

When grid cells entered the research arena 
in 2005 (ref. 9), it was quite obvious that the 
dynamics proposed for localized firing in 
place cells might take place also in para-
hippocampal regions91,151,239, as alluded to 
already by Samsonovitch and McNaughton90. 
In the first models proposed after the discov-
ery of grid cells91,151, cells were arranged on a 
matrix according to the phase of the grid. A 
bump of activity was formed when cells with 
similar phases were connected through excit-
atory connections, in the presence of global 
inhibition. Competitive network interactions 
led to multiple activity bumps151, or  toroidal 
connectivity caused a single bump that 
returned periodically to the same location91. 
Under certain conditions, in the presence 
of tonic excitatory input, a radius of inhibi-
tory connectivity was sufficient to generate 
 hexagonally patterned firing, without intrin-
sic excitatory connections241–244.

Whether a path-integration-based 
attractor-network architecture exists in 
MEC remains to be determined, but there 
is indirect evidence for this possibility. First, 
correspondence between movement and dis-
placement on the neural sheet can only be 
maintained so long as the participating grid 
cells have a common scale and orientation. 
Grid cells exist at a range of scales, suggest-
ing that, to maintain the correspondence, 
grid cells must be organized in functionally 
independent grid modules, all with their own 
spacing and orientation91,172. Experimental 
evidence suggests that such a modular func-
tional organization is indeed present146,154. 

underlie firing in neurons that represent ori-
entation relative to landmarks236,237.

Only a year after the introduction of 
velocity-driven ring attractors to models of 
head direction cells, it was acknowledged 
that a similar integration mechanism might 
apply for position mapping in two dimen-
sions, as expressed in hippocampal place 
cells19,90,233,238,239 (Fig. 5c,d). In the position 
version of the model, neurons were arranged 
conceptually according to their location of 
firing in two-dimensional space. A matrix 
of recurrent connections was generated, in 
which excitation decreased with the distance 
between neurons on the sheet. In combina-
tion with global inhibition, self-excitation 
between similarly tuned cells maintained 
localized firing. A path-integration mecha-
nism moved the activity bump across the net-
work in accordance with the animal’s position 
in the environment, using conjunctive head 
direction × place cells, in the same way that 
angular velocity inputs moved the bump in 
the ring attractor for head direction cells. The 
model was proposed to apply for any neural 
architecture of the hippocampal system, but 
with the knowledge that existed in the 1990s, 
the implementation was focused on area CA3 
of the hippocampus. This explained a num-
ber of properties of place cells but faced one 
major challenge: the subset of active hippo-
campal neurons remaps across environments 
and circumstances71,100–102. For position to 
be computed in place cells, some sort of inde-
pendent architecture for each environment 
would then be required. This is computation-
ally possible90,240 but nonetheless raises the 
question of whether a single network matrix, 
expressed in all environments, would not 

Box 1 (continued)
the animal285 or changing the speed of the treadmill286, suggesting that sequences do not exclusively reflect the number of steps at the 
task location. Certainly the relationship between representations of space and time and the role of time cells in perception and recall of 
time require further study. While time cells have firing fields in the order of a few seconds, and assemblies of time cells can represent 
events at the scale of tens of seconds, encoding of longer temporal distances may require different mechanisms. One may speculate that 
the spontaneous drift over hours and days in the firing properties of place cells in CA2 and (to a lesser extent) CA1 (refs. 287–289), as 
well as cell populations in LEC290, may possess the power to encode temporally distant events as distinguishable memories.

7. Beyond physical space
Do grid cells and other spatially modulated cells encode information beyond physical space, as suggested by O’Keefe and Nadel65? 
Evidence for such an extension of functions was reported recently in a task in which rats press a lever to alter the frequency of a sound on 
a continuous scale; in this experiment, hippocampal and entorhinal cells display frequency fields resembling place fields during navigation 
of physical space291. Further functional expansion might be expected in primates. Indeed, in monkeys, hippocampal and entorhinal cells 
fire in patterns defined not by the animal’s location in space but by where it moves its eyes on a visual scene255,292,293. This observation 
raises the possibility that place and grid cells create a map of visual space using eye movement signals instead of locomotor information to 
support coordinate transformation, without having to change any other computational elements of the circuit. In humans294,295, grid cells 
may take on functions in conceptual mapping296. The possible adoption of grid cells as a metric for navigating abstract spaces would be 
consistent with the idea that hippocampal circuits first evolved for representation of space and later acquired the capacity for imaginary 
navigation49,65,297,298. This expansion of functions would be reminiscent of the way cortices originally involved in object recognition 
formed the basis for a visual word form area during the evolution of written language processing in the human cortex299.
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IN MEMORIAM
In memoriam, Howard B. Eichenbaum (1947–
2017). The field of hippocampal and memory 
research mourns the loss of our friend and col-
league Howard, who passed away unexpect-
edly recently. Howard’s contributions to the 
field were immense, both scientifically and in 
service. His research was mostly focused on 
one of the major aspects that we have explic-
itly not covered in this review: the role of the 
hippocampus in memory. Over the years, his 
position evolved from that of an unafraid and 
much-needed devil’s advocate against the pure 
spatial map hypothesis towards what is now 
the general consensus view that spatial coding 
provides a foundation on top of which sensory 
and event-specific memory is superimposed, 
and he became a pioneer in the study of how 
time and temporal order also play a role. His 
thinking on hippocampal–cortical interac-
tions in memory organization and control is 
beautifully summarized in his 2017 Annual 
Review of Psychology article47.
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intrinsic MEC dynamics but also how external 
inputs from the hippocampus242, the medial 
septum181,182, and  locomotor204–207,262 and 
head direction  circuits263 contribute to the 
emergence of grid patterns (Box 1).

Perspective
The search for a hippocampal positioning 
system began with the discovery of place cells 
in 1971. We have illustrated how the next few 
decades were characterized by attempts to find 
the determinants of spatially localized firing, 
with a focus on the sensory sources. As we 
entered the 1990s, the discovery of head direc-
tion cells and the turn to population dynamics 
prepared the field for more-targeted inves-
tigation of the circuit operations underlying 
place field formation and spatial mapping. The 
1990s showed how ensembles of simultaneously 
recorded hippocampal neurons encoded func-
tions that could not be read out from the activ-
ity of individual neurons. From around 2000, 
with increasing awareness that these ensem-
bles likely extended beyond the hippocampus, 
investigators entered the entorhinal cortex, 
and an intricate circuit of grid cells and other 
specialized cell types was discovered there. The 
investigation of space has been brought to a new 
level, where it is possible to ask questions about 
how functions emerge through interactions 
within extended networks of heterogeneously 
connected cell types and subsystems.

While we will certainly learn more about 
the neural origins of spatial cognition during 
the years to come (Box 1), studies of spatial 
representation and navigation are informa-
tive about cortical functions in a wider sense. 
The ease with which spatial functions can be 
examined in the hippocampal formations of 
a number of mammals has made the study 
of the positioning system an area in which 
investigators pioneer the development and 
testing of sophisticated computational neu-
ral-network models. Few other areas of sys-
tems neuroscience have benefited so strongly 
from the interplay between computational 
and experimental neuroscience. Place cells 
and their entorhinal counterparts have 
helped open the cortex to studies of neural 
computation, allowing researchers to identify 
generic circuit motifs that may be expressed 
not only in the spatial circuits of the hip-
pocampus and entorhinal cortex but across 
widespread regions of the brain. Almost 50 
years after place cells were discovered, place 
cells and their parahippocampal counterparts 
have become one of the most powerful tools 
we have for understanding cortical computa-
tion and spatial mapping, and navigation may 
become one of the first cognitive functions to 
be understood in mechanistic terms.

theta rhythm and a velocity-dependent oscil-
lator specific to the cell. If position reflected 
peaks of the interference pattern, however, the 
firing positions should be  periodic, which, for 
place cells, they were not. With the discovery 
of grid cells, the model was instantly revised 
and grid patterns were suggested to emerge 
from interference with velocity-controlled 
oscillators controlled by the projection of 
velocity in three directions separated by 60° 
intervals onto three separate dendrites247–249. 
Interference with the global oscillator led to 
a band-like spatial-activity pattern along each 
orientation, and the combination of bands 
led to a hexagonal pattern. The oscillatory 
interference models guided some of the most 
influential studies of grid formation, but in 
the end, accumulating evidence, such as the 
biophysical implausibility of independent den-
dritic oscillations253, the sensitivity to period 
irregularity254, the persistence of grid patterns 
in the absence of theta oscillations219,255, the 
presence of a ramping depolarization, and the 
absence of a theta interference oscillation, in 
intracellular recordings from MEC cells256,257, 
suggested that oscillatory interference is not 
the mechanism of the grid pattern. Yet phase 
precession is a reliable observation. Although 
it may not explain periodicity in grid cells, 
phase precession causes sequences of place 
cell activation to be replicated, in compressed 
format, within individual theta cycles, an effect 
that may be used by hippocampal circuits to 
store temporal sequences in addition to mere 
locations252. Indeed, as recognized by several 
investigators soon after phase precession was 
discovered252,258,259, theta rhythm and phase 
precession may exist precisely to enable mem-
ory for spatial and temporal sequences.

The evidence against the oscillatory-inter-
ference model did not, however, rule out sin-
gle-cell properties as determinants of the grid 
pattern. Kropff and Treves24 showed how hex-
agonally patterned firing may arise through 
competitive Hebbian plasticity in a path-inte-
gration-independent manner in feedforward 
networks in which neurons undergo neuronal 
fatigue or adaptation. Because the emergence 
of grids in this model required many iterations, 
it was proposed that the adaptation mecha-
nism contributed particularly to development 
of the network in young animals and that the 
coherence of phase and orientation relation-
ships across environments was the result of 
recurrent connections that were added as the 
cortex matured260. Thus, competitive Hebbian 
plasticity offers an alternative mechanism for 
grid formation, although this mechanism 
may coexist with attractor-network architec-
tures261. Regardless of mechanism, accounts 
of grid formation must consider not only 

Howard Eichenbaum (1947–2017). Few 
individuals have contributed more to the modern 
understanding of hippocampal memory function, 
with place cells as a key component, than Howard 
Eichenbaum, who sadly passed away, far too 
early, before the publication of this article. Photo 
credit: photographer Dan Kirksey, KDKC Photos, 
Escondito, CA.
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